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Abstract

We have studied the neutrino-oxygen quasi-elastic scattering, νµ + n → µ− + p, in the few GeV

region using events from the Scintillating Fiber detector in the K2K neutrino beam. We determined

the axial-vector mass, MA, under the assumption of a dipole parametrization of the axial vector

form factor and conserved vector current hypothesis. We present data for two data sets: MA = 1.29

± 0.12 syst. ± 0.03 stat. for K2K-I data and MA = 1.20 ± 0.18 syst. ± 0.04 stat. for K2K-IIa

data. This is the first estimation of the axial-vector mass in oxygen and the value is consistent

with previous measurements with different targets. We have quantitatively considered systematic

errors due to the quasi-elastic form factors and nuclear effects such as the Pauli blocking, nuclear

rescattering, and the nucleon momentum distribution.
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I. INTRODUCTION

The structure of the nucleon, as measured both by electrons and neutrinos, has been

a subject of experimental study for many years. The discovery of neutrino oscillations

has renewed interest in neutrino interactions. There are currently many new experimental

programs studying this topic, as well as progress on the theoretical calculations. The study

described here focuses on the quasi-elastic cross-section and the shape of the q2 (square of

the lepton momentum transfer) distribution in neutrino-Oxygen interactions. This is the

first estimation of this for Oxygen nuclei. In this paper we also present a quantitative study

of the effects of the nucleus, such as the Pauli exclusion principle, the nucleon momentum

distribution, and the effects of nuclear rescattering of recoil protons.

The neutrino quasi-elastic cross section, dσ/dq2(νµ + n → µ− + p), is parameterized

as described in Smith [3] in terms of the vector and the axial-vector form factors. The

vector form factors have been measured in electron scattering experiments and can be pa-

rameterized with a dipole form factor (1 + q2/M2
V )−2, where q2 is the lepton momentum

transfer squared, with a vector mass MV =0.84 GeV/c2. Recent measurements at SLAC and

JLAB show that the vector form factors differ from the dipole form and new, more accurate

parameterizations have been suggested [17–19]; this new information is considered in this

analysis.

Since the vector form factors are accurately determined by the electron scattering exper-

iments, the neutrino quasi-elastic scattering is described by only two other experimentally

measured distributions: the axial-vector and pseudo-scalar form factors. The axial vector

form factor is typically parameterized using a dipole form with a single parameter, the axial-

vector mass MA. In addition to the general review of neutrino scattering [3], a recent review

of the Axial form factor with many references can be found in [4]. The pseudo-scalar form

factor contributes negligibly for electron and muon neutrino interactions at these energies,

as reviewed in [3]. It is expected to contribute at the ∼5% level to tau interactions but is

supprssed by a factor of Mlepton/Mnucleon.

In order to obtain the neutrino spectrum for the oscillation analysis [15] or other high pre-

cision neutrino experiments, we need to know the neutrino-oxygen quasi-elastic and inelastic

cross sections. These cross-sections are modified from their free-nucleon form to account for

the effects of the nucleus, as Smith and Moniz [2] and Rein and Sehgal[5] do with a Fermi-gas
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model. Because most current and proposed experiments use nuclear targets, these modifi-

cations are an active area of study, and have been the subject of three recent workshops on

neutrino-nucleus interactions, NuInt01, NuInt02, and NuInt04. We will estimate the axial

vector mass for quasi-elastic interactions in this note. We also quantitatively estimate the

type and magnitude of the expected nuclear effects and how they affect this measurement.

II. QUASI-ELASTIC SCATTERING CROSS SECTION AND FORM FACTORS

The differential cross section is written as

dσν(ν̄)

dq2
=

M2G2
F cos2 θc

8πE2
ν

[

A(q2) ∓ B(q2)
s − u

M2
+ C(q2)

(s − u)2

M4

]

(1)

where, s and u are Mandelstam variables: (s-u) = 4MEν - q2 - m2, m is the outgoing lepton

mass and Eν is the neutrino energy.[3]

A(q2), B(q2), and C(q2) are written as,

A(q2) =
m2 − q2

4M2
[(4 −

q2

M2
)|FA|

2 − (4 +
q2

M2
)|F 1

V |
2 −

q2

M2
|ξF 2

V |
2(1 +

q2

4M2
)

−
4q2F 1

V ξF 2
V

M2
−

m2

M2
((F 1

V + ξF 2
V )2 + |FA|

2)]

B(q2) =
q2

M2
(FA(F 1

V + ξF 2
V ))

C(q2) =
1

4
(|FA|

2 + |F 1
V |

2 −
q2

4M2
|ξF 2

V |
2) (2)

F 1
V (q2) and F 2

V (q2) are the Dirac electromagnetic isovector form factor and the Pauli electro-

magnetic isovector form factor, respectively and vector mass MV is set to be 0.84 GeV/c2.

These formulae assume the conserved vector current (CVC) hypothesis, which allows us to

write F1 and F2 in terms of the well measured Sachs form factors GP
E, GN

E , GP
M , and GN

M .

In analogy with the electromagnetic form factors, the axial vector form factor, FA, is

presumed to obey the ”dipole” formula, at least approximately:

FA(q2) = −
1.26

(1 − (q2/M2
A))

2 . (3)

Previous studies [23] show that this parameterization is reasonable.

With FV accurately measured, the differential cross section is reduced to formula which

is a function of the neutrino energy Eν , the four-momentum transfer q2, with one unknown

parameter, MA. This parameter can be determined by studying the q2 distribution observed

in the data from the SciFi detector.
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A. Nuclear Effects

Equation 1 is the differential cross section for the free neutron, and must be modified

to account for the effects of a neutron bound in a nucleus. In the SciFi detector, the

target neutrons are in Oxygen and Aluminum, though other detectors in K2K and other

experiments are concerned about a variety of targets, including Iron, Lead, Argon, and

Carbon.

The primary deviation from the free neutron cross section is due to the Pauli exclusion

principle and the momentum distribution of nucleons in the target nucleus. After a quasi-

elastic interaction the momentum of the recoil proton could be the same as another proton

in the nucleus (same quantum state), and that interaction can not proceed due to the Pauli

exclusion principle. Pauli-blocking also affects delta-resonance production in a similar way.

The result is a suppression of interactions with momentum transfer q2 < 0.2 GeV2, shown

in Fig. 1 for a calculation of the quasi-elastic cross-section.

The nucleus has a variety of other, smaller effects on the cross-section and kinematics of

these interactions. There is now much theoretical work on these topics and several experi-

ments will explore neutrino interactions on nuclei with more precision in the next decade.

In the section on systematic effects, we summarize some of the calculations and discuss the

magnitude of their effect on the shape of the q2 distributions used in the MA analysis.
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FIG. 1: Correction factor for the differential cross section to account for the Pauli exclusion priciple

and Fermi motion in the oxygen nucleus.
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III. DATA SAMPLE

As of this writing, the data sample includes the K2K-I data (November 1999 to July

2001) which had the lead glass detector between SciFi and MRD, and the K2K-IIa data

(January to June 2003) which had the four-layer prototype for the SciBar detector in place

of the lead glass. A third set of data, K2K-IIb (October 2003 to February 2004) was taken

with the full SciBar detector; the SciFi data is currently being analyzed. A fourth running

period, K2K-IIc began in October 2004 with a SciFi detector emptied of its water and with

aluminum rods filling many of the tanks. The SciFi detector is described in more detail in

[24].

We have chosen events whose vertex begins in the SciFi detector fiducial volume and have

at least one track penetrate to the Muon Range Detector (MRD). With this requirement, the

long track is usually a muon and thus we select primarily charged current interactions. The

K2K-IIa data includes only events that penetrate two X and two Y layers into the MRD. For

the K2K-I data, the lead glass provides enough extra material that we include interactions

with a track that just hits the first layer of the MRD (MRD-1L events) and still maintain

high muon purity while accepting lower energy events. Some significant fraction of events

leave one hit, but not two hits in the second XY layer of the MRD, while an additional 15%

of events have a track that penetrates significantly (two to five layers) into the MRD, but

only had a reconstructed track in the X or Y projection, but not both. This last category

is not included in the analysis at this time.

Under these conditions, the muon momentum threshold for detecting the muon for K2K-I

data is around 675 MeV, while for K2K-IIa it is slightly lower, about 550 MeV. Both these

values are estimated as the momentum where the event rate is approximately half the peak

rate. There is some acceptance for muons about 100 MeV lower than these values.

A. Calculating q2 and Eν and SciFi detector resolution

The kinematics of the muon (the longest track in the event) are sufficient to estimate the

energy of the neutrino, Eν and the square of the energy transfer q2, assuming the event is

quasi-elastic.

Eν =
(mN + B)Eµ − (2mNB + B2 + m2

µ)/2

mN + B − Eµ + pµ cos θµ

,
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quantity (true - reconstructed)

mean sigma units

muon momentum -0.0102 0.116 GeV/c

muon angle 0.0046 0.786 degrees

proton angle (QE) 0.0179 1.893 degrees

neutrino energy -0.0042 0.161 GeV

q2 0.0011 0.052 (GeV/c)2

TABLE I: Resolution (sigma) and also the mean of the true - reconstructed distribution for different

quantities with the SciFi detector. These are approximate, and based on a Gaussian fit.

−q2 = −2Eν(Eµ − pµ cos θµ) + m2
µ.

Here, Eµ and pµ are the energy and momentum of the muon, determined from the range, θµ

is the angle determined from the hits in the SciFi detector. Also B is the nucleon binding

energy, -30 MeV for oxygen, mN and mµ are the neutron and muon mass, Eµ and θµ are

measured with 3% accuracy in the MRD detector and 2-3 degrees with the SciFi detector,

respectively. Finally, this formula assumes that the target neutron inside the nucleus is at

rest, ignoring the momentum distribution for this calculation.

The important quantities for this analysis are the muon momentum, muon angle, and the

derived reconstructed neutrino energy and q2 for each event. The event-by-event resolution

for these quantities is given in Tab. I and the distributions are shown in Fig. 2. These

data include all events in the one-track and two-track samples. The neutrino energy and

q2 resolution are calculated after selecting QE events from this sample. These distributions

do not yet include a momentum shift that we apply at the analysis stage to account for the

shifted mean.

For non-QE events, the calculation is systematically wrong because of the QE assumption.

The actual resolution for these events is checked by assuming the production and decay of

a delta resonance and proceeding with a slightly different calculation:

Eν =
mNEµ + (∆2 − m2

N − m2
µ)/2

mN − Eµ + pµ cos θµ

,

In this case, the resolution is similar [include actual numbers here soon], though it will still

not be correct for multi-pion or deep inelastic scattering. However, we can not identify QE
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FIG. 2: SciFi detector resolution for pµ, θµ, Eν , and q2. Each distribution is true - reconstructed,

from MC The mean and sigma from the Gaussian fit are given in Tab. I.

from non-QE on an event by event basis, but for analyses that fit data to MC the resulting

error is negligible because the data and MC are treated the same way. One important obser-

vation, the error introduced by the QE assumption causes non-QE events to be reconstructed

at low q2.

The plots in Fig. 3 illustrate the transformation from the directly measured muon mo-

mentum and angle to the indirect neutrino energy and q2. The QE Monte Carlo (including

detector acceptance) with events as individual data points. The color indicates three dif-

ferent bands to better illustrate the parameter transformation and correlations between the
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parameters.
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FIG. 3: The transformation of pµ and θµ to Eν (left) and q2 (right). Points are QE events from

the MC including detector acceptance. The Eν plot is divided at 1.0 and 1.5 GeV, the q2 plot is

divided at 0.15 and 0.5 (GeV/c)2. Note the horizontal scales are different.

B. Data subsamples

The value for MA is determined from the q2 distributions of three sub-samples of SciFi

detector data: 1-track, 2-track quasi-elastic enhanced (QE), and 2-track non-quasi-elastic

enhanced (nonQE) samples. In order to be accepted as a second track, we require the

particle to produce hits in at least three layers in the SciFi detector. This requirement is

equivalent to a momentum threshold of about 600 MeV/c for protons.

The two track sample is divided in the following way. For quasi-elastic events, the di-

rection of the recoil proton can be predicted from the kinematics of the observed muon.

Events whose observed second track is within 25 degrees of this prediction are likely to be

quasi-elastic. The second track for non-quasi-elastic events should be distributed among

a wider range of angles relative to this prediction, so the sample whose second track is

greater than 25 degrees has enhanced non-quasi-elastic events. The effectiveness of this cut

is demonstrated in figure [add figure], and the purity of these samples in Table. II.

In Tab. III the number of events from three categories is shown with no minimum q2 cut

and with the standard q2 > 0.2(GeV/c)2 cut.

The purity of the one-track and the two-track QE enhanced samples is about 60% QE,

while the two-track nonQE sample has only 15% QE events in it. Using these three event
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Percent purity K2K-I K2K-IIa

1-track 60 57

2-track QE 61 58

2-track nonQE 15 12

TABLE II: Quasi-elastic purity (percent) of the data sub-samples in this analysis.

K2K-I K2K-IIa

q2 (GeV/c)2 q2 > 0.0 q2 > 0.2 q2 > 0.0 q2 > 0.2

1 track 5958 2849 3617 1500

2 track QE 764 674 451 372

2 track nonQE 1286 659 904 437

TABLE III: Number of events in three event samples used for MA measurement.

samples in a combined fit, the fit procedure can identify the ratio of QE signal and non-QE

background for all three samples.

C. Small angle deficit

We observe a significant deficit of events at angles near the direction of the beam in

data from all K2K near detectors. There are several pieces of the neutrino interaction

model and nuclear effects that have known large uncertainties which could be the source

of this discrepancy. The application of Pauli Blocking in the Fermi Gas model, especially

for resonant pion events, and also the cross-section for coherent pion production are two

examples. Other aspects of the nuclear interaction model are uncertain and the actual

cause may be something different entirely.

The discrepancy is illustrated with the SciFi data sets shown in Fig. 4. K2K-I data

includes MRD-3D and 1L events, while K2K-IIa data includes only MRD-3D events. These

data are the unweighted data sets, they do not include the Bodek/Yang DIS re-weighting,

the Marteau coherent pion correction, or the spectrum-fit re-weighting. The first two will

lessen the apparent discrepancy. I will regenerate the plots with these re-weighting factors
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shortly.

Our detectors directly measure the lepton angle, but most aspects of the cross-section

calculation for these interaction modes are naturally expressed as a function of q2. This is

true of the cross-section itself, as well as Pauli blocking. As seen in the equations in the

previous section, the calculation of Eν and q2 involve only functions of pµ and cos θµ. The

MA fits in this analysis will use only data with q2 > 0.2, effectively avoiding the apparent

discrepancy. One caution remains: because the cause of the discrepancy is not known, there

could be a small effect at higher angles and higher q2 which is not apparent from these

distributions, but which might contribute a systematic error to the MA analysis. Some of

these causes are explored quantitatively in later sections.

One combination of terms appears in all of the above formulas: Eµ − pµ cos θµ. In Fig.

5 I compare the data and the Monte Carlo for this quantity, for K2K-IIa data. There is a

discrepancy near zero coming from the discrepancy at low angles, cos θµ near 1.0.

IV. PROCEDURE FOR FITTING MA

In Fig. 6 the theoretical predictions of the differential cross section for neutrinos on oxygen

target, dσ/dq2 for three values of MA=1.0, 1.1, and 1.2 GeV/c2 at the energy of Eν=1.3

GeV are shown. As can be seen in the left plot of Figure 6, the absolute cross section is

almost proportional to the MA value. The figure on the right is normalized by area and

shows that there are significant differences in the shapes with the same choices of MA.

A. Likelihood function

In the present analysis, we are consider only the shape of the q2 distributions. In this case

we are not sensitive to the overall uncertainty in the cross section, nor to uncertainties due

to the absolute neutrino flux or the number of target nucleons in the SciFi fiducial volume.

To determine the best value of MA we have performed maximum-likelihood fit to data. In

the likelihood fit we minimize:

NegativeLogLikelihood = − log
∏

P(NObserved
ij , NExpected

ij )

Where, P is the result from Poisson statistics, NObs.
ij and NExpected

ij are the number of mea-

sured and expected events in the bins of (Eνi
, q2

j ), respectively. We used the shape of q2
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FIG. 4: Small angle discrepancy, shown as a deficit at values of cos θ near 1. These are raw

distributions, no Bodek/Yang, no Marteau, no Spectrum Fit.

11



Emu - pmu x costheta

0

200

400

600

800

1000

1200

1400

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

FIG. 5: The quantity Eµ − pµ cos θµ, data as points, MC as line.

distribution for each observed neutrino energy in 5 bins such as (0.5-1.0), (1.0-1.5), (1.5-2.0),

(2.0-2.5), and (2.5-4.0) (GeV). The q2 distribution uses bins with a width of 0.1(GeV/c)2.

We use the approximation for Poisson statistics [25] which requires some minimum statistics

per bin, and we have combined bins at high energy and high q2 to meet this requirement.

Here, the number of expected events NExp.
ij in the bins of (Eνi

, q2
j ), is calculated by

combining the theoretical cross-section for Quasi-elastic events, the inelastic events from the

NEUT Monte Carlo, and the detector resolution and acceptance.

N expect(E, q2) = A
[

flux(E)×dσ/dq2(E,MA, q2)×R(E, q2) + B×InelasticBackgrd(E, q2)
]

A is an overall normalization factor, B is the relative inelastic fraction with respect to

the QE fraction, and R(E,q2) is a correction factor due to nuclear effects. There are actually

five free parameters included in flux(E) for the overall normalization for each of five energy
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FIG. 6: Left: theoretical predictions of the differential cross section dσ/dq2 for the values of

MA=1.0, 1.1, and 1.2 GeV/c2. Right: the same three distributions, normalized by area.

ranges; within a particular energy range, the flux (equivalently, the shape of the energy

spectrum) is taken from the official Monte Carlo. In this way we separately consider the

shape of the q2 distribution for each energy range. For the primary analysis flux(E) is not

constrained. A secondary analysis, described in section V-E, constrains these by including

the best fit parameter and errors from the Summer 2004 near detector merged fit results.

This equation simplifies one aspect of the calculation; it does not include the information

about the detector acceptance and resolution. Instead of a simple factor for this, a complete

migration is calculated from the Monte Carlo and expressed in the form of a migration

matrix M(Etrue, q
2
true → Ntrack, Erec, q

2
rec), where one variable refers to the one-track, two-

track QE, or two-track non-QE sample. Each entry in this matrix specifies how many events

migrate from that bin to the other neighboring bins and also the detector acceptance, all at

once. This is applied to the calculated cross section as follows:

NQE(Ntrack, Erec, q
2
rec) =

allbins
∑

(Etrue,q2

true
)

flux∗dσ/dq2(Etrue, q
2
true)×M(Etrue, q

2
true → Ntrack, Erec, q

2
rec)

The shape of the non-quasi-elastic background is taken directly from the Neut Monte

Carlo and our detector acceptance, and there is only one free parameter to describe the

relative normalization of quasi-elastic and inelastic. The values for flux(E) free parameters

are also applied. The uncertainties in the shape of this background have a significant effect
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on the shape of the quasi-elastic signal and the fit value for MA; these uncertainties are

considered separately and described in section VI. In particular, the cross-section for single

pion production involves its own axial vector mass, M 1π
A , which is taken to be 1.1 in our

Monte Carlo. From an experimental point of view, this second MA parameter, nor the

assumption of a dipole form factor, needs to be the same as in the quasi-elastic case.

Because the most significant effect of the nucleus is Pauli blocking, and because this only

applies to the low q2 region, we do not include these data in the fit. Further, all the near

detectors in the K2K experiment see a significant deficit of events at low q2 and/or at very

forward angles, which is excluded with the same cut. Analysis of this deficit is currently

under study.

V. RESULTS AND DISCUSSION

The results from the fit just described are shown here for the K2K-I and K2K-IIa data

separately. In each plot on the following pages I have shown the data, the best fit MC,

and the QE fraction reported by the best fit. The data are broken all the way down to the

fifteen samples: one track, two-track QE, two-track non-QE × five energy regions. With

each data sample is a summary of the results from the fit, including the fit value for flux(E)

parameters (“SPECTRUM”), and the chisquare for the fit.
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A. K2K-I results: 1.29 ± 0.12 syst. ± 0.03 stat.

The data distributions, with the best fit Monte Carlo are shown in the following plots.
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FIG. 7: K2K-I 1-track q2 distributions for each observed neutrino energy with the best fit MA
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FIG. 8: K2K-I 2-track QE q2 distributions for each observed neutrino energy with the best fit MA
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FIG. 10: Contributions to the chisquare from each bin for the best fit MA. The energy axis shows

five bins for each sample, 1 track on the bottom, 2 track QE in the middle, 2 track nonQE on the

top. The far right column is the sum of all the higher q2 bins. The largest squares represent a

contribution of about 10 to the total chisquare.

Table of parameters from the fit and also the input parameters.

Chisqr = 160.915422

Chisqr/NDOF = 1.28732337 125

Value +Err -Err ErrPara Corr

MA 1.290419 0.098886 -0.093817 0.182503 0.986251

SPECTRUM 1.853732 0.403184 -0.378684 0.389106 0.723829

SPECTRUM 0.938439 0.102234 -0.094818 0.167459 0.971585

SPECTRUM 0.946467 0.101628 -0.092167 0.133785 0.971436

SPECTRUM 0.844348 0.115241 -0.104838 0.180138 0.960526

SPECTRUM 1.050679 0.147500 -0.130642 0.242388 0.958424

PROTON_RES 1.043488 0.070658 -0.071078 0.075244 0.434944

nQE/QE 1.031866 0.122123 -0.109927 0.216548 0.984768

(note, the non-QE/QE is not exactly correct yet, but does not affect the fit)
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B. K2K-IIa results: 1.20 ± 0.18 syst. ± 0.04 stat.

The data distributions, with the best fit Monte Carlo are shown in the following plots.
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FIG. 11: K2K-IIa 1-track q2 distributions for each observed neutrino energy with the best fit MA
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FIG. 14: Contributions to the chisquare from each bin for the best fit MA. The energy axis shows

five bins for each sample, 1 track on the bottom, 2 track QE in the middle, 2 track nonQE on the

top. The far right column is the sum of all the higher q2 bins. The largest squares represent a

contribution of about 10 to the total chisquare.

Table of parameters from the fit and also the input parameters.

Chisqr = 126.208476

Chisqr/NDOF = 1.27483309 99

Value +Err -Err ErrPara Corr

MA 1.202071 0.155352 -0.145747 0.156444 0.964676

SPECTRUM 1.354120 0.317059 -0.287221 0.301662 0.725767

SPECTRUM 1.123366 0.171221 -0.141440 0.159969 0.950832

SPECTRUM 0.740921 0.143211 -0.121207 0.124891 0.932612

SPECTRUM 1.088004 0.216835 -0.180770 0.210075 0.926485

SPECTRUM 0.814516 0.216850 -0.177194 0.202986 0.836437

PROTON_RES 0.944334 0.082184 -0.082482 0.082463 0.234778

nQE/QE 1.240990 0.217936 -0.189981 0.212533 0.967420

(note, the non-QE/QE is not exactly correct yet, but does not affect the fit)
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C. Computing the total systematic error

The total systematic error is made of the error due to the parameters in the fit shown

above plus some errors that are not incorporated directly into MINUIT. MINUIT accounts

for the uncertainty in the neutrino flux spectrum, proton rescattering, and the nQE/QE

ratio, in addition to the statistical error. The statistical error quoted above is the error

when MA is fit with all the other parameters fixed at their best values.

The MRD energy scale and lead glass density are free parameters in the spectrum fit, and

their errors and the correlation between them are carried forward to the MA analysis. This

is done by performing the MA fit with these parameters set at different values to get a value

for MA/Energy scale, from which the resulting error can be computed. This is described

more fully in the section on systematics.

Finally, an additional MA ± 0.03 is included due to the error from MA-1pi. The errors

from these are taken in quadrature to determine the total error. Many other sources of

systematic error are studied, but those which contribute less than 0.03 are not included in

the calculation as they will add negligibly when combined with the largest errors repoted

here.

D. Effect of changing the q2 cut

In addition to the standard fit, in which we exclude data with q2 less than 0.2 (GeV/c)2,

we examine how the fit changes with different values for this cut, shown in Fig. 15. When

only the higher q2 data is included, the fit results are consistent. If the q2 distribution did

not closely resemble a dipole, or if there was some systematic problem with our analysis, we

might see a trend, but no such trend is apparent.

When the fit is extended to include all the data, shown by the data points at low q2 min,

the fit value is systematically higher. However, we understand that there is a significant

discrepancy between our Monte Carlo and the data in this region. It is unlikely that this

discrepancy is due to the value of MA, but due to some other aspect of the interaction model

or the nuclear effects. We do not consider this to be an uncertainty in the MA fit value at

this time, but an indication of an effect that merits more careful study.
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K2K-1 Sources Error in MA

MINUIT 0.098

LG density 0.015 x 1.35 0.020

MRD energy 0.007 x 2.90 0.020

MRD MA correlation 0.01 x 2.90 0.029

LG MRD correlation 0.040

MA 1-π 0.03

Total 0.117

K2K-2a Sources

MINUIT 0.155

MRD energy 0.011 x 5.90 0.089

MA 1-π 0.03

Total 0.181

TABLE IV: The calculation of the total error. Errors smaller than 0.03 are not included in the

calculation, but are discussed in detail in the section on systematic errors.

E. Fit the shape of each energy region separately

Since we divide our data into five energy regions, we can perform an important consistency

check by fitting each energy region separately. The results are shown in Fig. 16. The errors

are consistent with the central value.

F. Contribution to the total chisquare from each subsample

The contribution to the total chisquare is broken down into the track subsamples and the

energy subsamples and the numerical results are shown in Tab. V and Tab. VI.

G. MA fit using Eν shape from merged spectrum analysis

One other consistency check is to use the information from the spectrum fit analysis about

the flux of neutrinos at each energy. In the primary MA analysis results quoted above, this
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FIG. 15: The variation of the fit value of MA with different values for the minimum q2 cut. Left is

K2K-I data, right is K2K-IIa data. The uncorrelated errors shown include statistical and flux free

parameter errors.
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FIG. 16: Values of MA, fit separately for each energy region. Left is K2K-I data, right is K2K-IIa

data. The errors are statistical and energy flux free parameter errors.

dataset 1-track sample 2-track QE 2-track nonQE

K2K-I 1.2 per 52 DOF 1.0 per 44 DOF 1.3 per 38 DOF

K2K-IIa 0.7 per 38 DOF 1.7 per 39 DOF 1.1 per 31 DOF

TABLE V: The chisquare per degree of freedom from each subsample for the best fit analysis. This

is from the data illustrated in the graphical view of the total chisquare.

is treated as a completely unconstrained parameter. This means that the shape of the q2

distribution is fit at each energy. An alternate technique would be to take the shape of the

energy distribution to be the one reported by the near detector merged fit. In this case we
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energy K2K-I K2K-IIa

< 1.0 GeV 0.8 for 10 DOF 2.0 for 11 DOF

1.0 to 1.5 0.9 for 25 DOF 1.2 for 22 DOF

1.5 to 2.0 1.3 for 33 DOF 1.2 for 26 DOF

2.0 to 2.5 1.2 for 33 DOF 1.0 for 26 DOF

> 2.5 GeV 1.3 for 33 DOF 0.9 for 23 DOF

TABLE VI: The chisquare per degree of freedom from each energy subsample for the best fit

analysis. This is from the data illustrated in the graphical view of the total chisquare.

only allow the overall normalization and the nQE/QE fraction to be free parameters, while

the flux at each energy bin is allowed to vary in the fit with a chisquare term computed from

the spectrum fit best value and errors. This is still, in some sense, a shape fit because the

normalization is free, even if the normalization for individual energy regions is not.

For these results, the parameters for the flux at each energy are allowed to vary, but

are constrained to be within the errors from the merged fit using an additional chisquare

term. The exception is the flux from 1.0 to 1.5 GeV which is fixed at 1.00. The overall

normalization is allowed to vary instead.

The result for K2K-I is 1.25 ± 0.08. For K2K-IIa the result is 1.17 ± 0.11. The chisquare

value is somewhat worse than the equivalent cases. The uncertainty includes the same

sources discussed above. It is important to emphasize that the values for the flux parameters

and the energy scale from the merged fit depend on the choice of MA in the Monte Carlo,

so this result has some additional uncertainty.

VI. SYSTEMATIC EFFECTS

We have performed studies of systematic errors and a large number of simpler consistency

checks. They are summarized in the Tab. VII and then described in more detail with

supporting data, plots, and examples in the text that follows. The effects highlighted in this

table are the most significant, or are of special interest.
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Source of uncertainty K2K-I K2K-IIa how it was estimated

STATISTICS 0.03 0.04 Minuit fit.

MC statistics 0.01 same* Divide data in half, retest.

Interaction model

SINGLE-PION MA 0.03 Compare Neut samples or Neut re-weighting

FORM FACTORS CCQE 0.07 0.08 McConnel/Jeon analysis. Its a shift.

nQE/QE 0.03 0.05 Free parameter in Minuit fit

Coherent pion < 0.01 < 0.01 Turn off correction, also turn off completely.

Deep inelastic scattering 0.02 0.02 Turn off Bodek Correction

Form factors single-pion – – We use Neut default values.

Nuclear model

PAULI BLOCKING 0.01 same This is the choice of kf for Fermi gas model

Proton Rescattering 0.02 0.02 E.J.Jeon analysis, free parameter in fit

Momentum distribution (cross-section) < 0.02 same Studied true q2 distribution

Momentum distribution (kinematics) < 0.03 same Studied reconstructed q2 distribution

Fermi gas model – choice of EB 0.02 same Reconstruction and kinematics

Pion Absorption – – Not studied

Experimental effects

MUON MOMENTUM SCALE 0.09 0.09 1% change in escale = 6% change in MA

RELATIVE FLUX 0.08 0.10 Five parameters in Minuit fit

EVENT SELECTION 0.06 0.01 Compare MRD3D+1L with MRD3D only

Acceptance and efficiency 0.02 same Checked method only

Aluminum – – Included in the estimate of Pauli blocking

Other consistency tests

Energy effect 0.10 0.10 Fit only low bins or only high energy bins.

Run analysis on MC 0.01 0.01 Yes, default result is reproduced.

Compare K2K-IIa and K2K-I result – – 0.01 Consistent. Surprisingly close.

Compare halves of K2K-I data 0.01 –

delta-theta cut 0.01 same change 25/30 to 25/25

Binning <0.01 same E.J.Jeon Analysis

q2
min cut – – Low q2 causes shift to higher MA

TABLE VII: Summary of uncertainties in MA analysis. * “same” assumed equal to K2K-I
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A. Statistics

1. Statistics

The statistical error is found by rerunning the Minuit fit for MA with all the other free

parameters fixed to their best fit value. In this case the uncertainty for 2001 data is 0.03

and for 2003 data is 0.04. This is an estimate, if the statistical errors were the dominant

error (they are not) we would determine this value more carefully.

In addition to the results reported by Minuit, we have checked that the data contains no

large systematic bias with respect to time or data set by performing fits separately on the

first half and second half of the K2K-I data and also on the K2K-IIa data. For the former,

the results are within 0.01 of the full fit value. For the K2K-IIa data, there is a systematic

bias toward lower MA value when we reanalyze using half the events. This effect is due

to small number of events per bin, especially for the high energy bins, or possibly due to

smaller MC statistics in each bin (see next section). Rebinning the data using q2 bins of

0.02 instead of 0.01 (GeV/c)2 yields values consistent with the full data and smaller bin size.

In some ways, the uncertainty I have labeled “relative flux” (described below) also behaves

as a statistical error. I mean this in the sense that it causes the error to be scattered above

and below the central value, and it decreases with increasing statistics. This was checked

using a virtual MC experiment with different sized fake-data samples. But it is a systematic

error, if the relative flux could be constrained, the resulting contribution to the total error

would be reduced. It is quantified separately, and is described in more detail in its own

section below.

2. MC statistics

This was estimated simply by dividing the MC samples in half and running the analysis

separately for each half, using the same data. For K2K-I samples with more than 10 MC

events per 1 data event, the results are within ± 0.01. For samples with less MC statistics,

there is a bias toward smaller fit value of MA due to statistical problems calculating the

acceptance and migration. It was found that 5 Monte Carlo events for each real event was

certainly inadequate for K2K-1 data.
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B. Interaction Model

1. Single-pion MA

Just as the MQE
A is uncertain and measured only in neutrino beam experiments, inspiring

us to measure it with the SciFi detector, likewise the single-pion MA (M1π
A ) is best measured

with neutrino beam experiments. We do not measure M1π
A at this time, rather we estimate

the systematic uncertainty it contributes to MQE
A .

We take the default NEUT value of M1π
A = 1.1 GeV/c2 and consider this value to be un-

certain by 0.1 GeV/c2. By comparison, previous bubble chamber measurements of this value

give M1π
A ∼ 1.15 − 1.2[23], though these results have recently been reexamined [citations?]

To test this systematic effect, a complete MC was generated using the alternate value 1.2

GeV/c2, and the fit result was compared with the regular result.

We quote our uncertainty due to M1π
A to be the difference between the two Neut MC

samples that we have run completely through our detector simulation: MA ± 0.03. It

should be noted that the fit with the higher MA still yields a reasonable fit to our data.

[Quantify this!] The previous Neut 43 re-weighting studies by E.J. Jeon give a similar

estimate for the uncertainty, shown in Fig 17. We hope to add another value M1π
A = 1.00

with the full detector simulation to further check this result, and to look for asymmetry in

this uncertainty.

2. Form factors CCQE

New data in the past decade, and in particular new data in the past couple years from

electron scattering experiments at JLAB have allowed for improved parameterizations of the

CCQE form factors GN
E , GN

M , GP
E, GP

M , which are used in the calculation of the CCQE cross

section. See the citations in [17, 18] for reference to the experimental results. The previous

assumption was that these form factors had a dipole shape, except for GN
E which was taken

to be zero. The nuclear physics community is working toward a consensus on the correct,

improved description of these form factors, based on these new data. Because this changes

the shape of the q2 distribution by changing the contribution from the vector form factors,

it has an effect on the fit values of MA which accounts for the rest of the differential cross

section.
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FIG. 17: Jeon’s method of re-weighting the Neut43 vectors gives the same ± 0.03 uncertainty,

assuming M1π
A = 1.1 ± 0.1. [16]

An initial analysis of the effect of these improvements has been described by Sakuda,

Walter, McConnel, and Jeon at previous collaboration meetings and have been repeated

with this updated analysis. The results of the MA fit with the updated form factors are 7%

lower than with the old. Because this analysis recalculates the CCQE cross-section from

scratch, I have simply replaced the old cross-sections with the calculation by Bosted [17] or

alternatively by Budd, Bodek, Arrington [19]. The difference in shape of the q2 distribution

is shown in Fig. 18 for MA=1.1 and Eν = 1.2.

One uncertainty remaining is due to the discrepancy between the cross-sections calcu-

lated from electron scattering experiments using Rosenbluth extraction and results from

polarization transfer data. This is described in all the citations and BBA-2003 gives pa-

rameterizations from the cross-section alone, and from the combination of the two. The

difference for the MA fit is negligible, the quoted result is based on the combined fit. In the

context of the MA analysis, the older parameterizations of Bosted give a result very similar.

For both parameterizations I am using the Galster[20] parameterization for GN
E .

The conclusion is that the best value for MA is based on the new vector form factors,

while the other value should be retained for comparison with older MA analyses. For this

reason, we quote both values separately.
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FIG. 18: Ratio of cross-section for (new form factors)/(old dipole form factors). MA = 1.1 GeV/c2

and Eν = 1.2 GeV. There is a change in normalization in addition to a change in shape.

MA fit value K2K-1 K2K-IIa

dipole factors 1.29 1.20

Bosted 1.22 1.13

BBA 2003 1.21 1.12

The chisquare vales are nearly identical for all cases.

3. non-QE/QE ratio

The non-QE/QE ratio is a free parameter in the MA fit, labeled by the parameter B

in equation [ref equation] and listed in the table with the results. By itself it contributes

roughly 0.03 uncertainty to the fit value, though the actual effect is correlated with the flux

errors, and that correlation is included in the final uncertainty.

4. Coherent pion and DIS

We apply the coherent pion following Marteau’s prescription [22] and Bodek/Yang’s deep

inelastic scattering (DIS) corrections [21], as is done for the K2K energy spectrum and

oscillation analysis.

The DIS correction re-weights all DIS events by the following formula involving q2:

weight = q2/(q2 + 0.188).
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It affects the entire q2 region of interest in this analysis, though the correction is most

significant at low q2. This is an approximation to the complete description to the DIS

correction. When the DIS correction is turned off, the fit value changes by 0.02.

The coherent pion re-weighting is given by the following polynomial in neutrino energy,

weight = −0.00483E4
ν + 0.08058E3

ν − 0.4838E2
ν + 0.247Eν − 0.2149.

Again, all coherent pion events are re-weighted by this fraction. The coherent pion events

have such a small fraction for q2 > 0.2 that the effect of turning off the correction completely

(or turning off all coherent pion events completely) has a negligible effect on the MA fit.

Only the coherent pion effect is significant for fits that include the low q2 region. In this

case, zero coherent pion in the MC reduces the fit value of MA by 0.10.

[Please include a plot demonstrating these effects and corrections visually.]

5. Form factors single pion and resonance production

Single pion production, including the production of a delta and other resonances, are

expressed in terms of form factors similar to the ones for CCQE. The uncertainties in this

model have not been analyzed. We simply take what Neut reports, using the different values

of M1π
A available.
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C. Nuclear Model

One general comment. This is an active area of study, with many recent papers and even

a series of workshops devoted to it. There is significant theoretical uncertainty about the

magnitude of the effects described here. However, the existence of these effects is certain.

We do not consider all possible models for these effects, and we are not attempting to present

a measurement of any of them. Using some reasonable assumptions, we have quantified how

the nucleus modifies the shape of the q2 distribution and the effect it has on the measurement

of MA.

Three types of nuclear models have been seriously considered. The current official model

treats the nucleus as a uniform Fermi-gas. Because of its simplicity, almost all neutrino

interaction Monte Carlo in current experiments use this, despite some known limitations.

This replaced a model where the nucleon momentum distribution was based on Brevia [26].

Work is under way by many people to create a Monte Carlo that uses the spectral function

model of Benhar [27], which has yet a different nucleon momentum distribution and also

naturally includes nucleon-nucleon correlations. These three distributions, shown in Fig. 19,

are very different. Most of what is described here is based on the official Fermi-gas model,

but for the MA analysis, the others are considered and the effect on the results is surprisingly

small.

1. Pauli blocking: Fermi gas model – choice of kf

This was studied originally by Jeon and was revisited again by Gran using the calculations

of H. Nakamura. The value of the Fermi-momentum kf is the upper limit on the nucleon

momentum in the Fermi gas model, and affects the shape of the momentum distribution as

well as its average value. However, for quasi-elastic interactions, the only significant effect

it has is the amount of Pauli blocking; it has no effect for fits with q2 > 0.2. This was

confirmed by substituting alternative values (10% more or fewer interactions blocked) for

the amount of Pauli blocking into the CCQE cross-section calculation, and the fit result

changed negligibly.

Within the context of the Fermi gas model, Table VIII shows some values for kf (and

also for the binding energy, discussed later). We take kf to be 225 for oxygen.
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FIG. 19: Fermi-momentum distributions for Neut 4.3 (black) based on Brevia, et al., Fermi Gas

Model (red) as implemented in Neut 4.5, and the spectral function calculation (green). There are

differences in the average momentum and also in the shape of these distributions.

nucleus 6Li 12C 24Mg 40Ca 59Ni 89Y 119Sn

kF (MeV/c) 169 221 235 249 260 254 260

εB (MeV/c) 17 25 32 33 36 39 42

TABLE VIII: Fermi momentum kF and effective average potential εB for various nuclei. these

values were obtained from an analysis of quasi-elastic electron scattering at beam energies be-

tween 320 MeV and 500 MeV and at a fixed scattering angle of 60 degrees [1, 7]. The errors are

approximately 5 MeV/c (kF ) and 3 MeV (εB).

There is also an effect on the single-pion (resonant pion) background. The overall amount

of Pauli blocking for single pion interactions is less than for quasi-elastic interactions, but the
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FIG. 20: Comparison of Fermi gas model with no Pauli Blocking and the same model with Pauli

Blocking and three choices for the value of the Fermi Momentum kf .

suppression factor (the percentage of interactions blocked) is actually higher for interactions

with q2 > 0.2, see for example [11]. The amount of blocking just above this value of q2 is

a couple percent. Because even this is so small, the total effect due to uncertainty in Pauli

blocking can be no larger than 0.01, which has been tested by applying a correction to the

background. Pauli blocking for these is somewhat more difficult to calculate because the

many different resonances must be treated individually, but despite the resulting uncertainty,

the effect is small.

For fits over the entire q2 range, this becomes a dominant uncertainty. Adjusting the

total amount of Pauli-blocking (the percentage blocked) by 10% causes approximately a

0.10 change in the MA fit value. The effect is much smaller when a q2 cut of 0.10 is used.

Also, a different nuclear model, such as the spectral function model with its higher mo-

mentum distribution, may give significantly different amounts of Pauli blocking. In the

spectral function model, Pauli blocking is particularly difficult to calculate. Most calcula-

tions follow the Fermi gas approach and the result would be the same as above, but the

spectral function should have a larger percentage of high q2 events blocked, simply because

there are more nucleons with higher momentum. In this case, the simplistic calculations

still give no effect for the q2 > 0.2 fits used in this analysis.
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2. Fermi gas model – choice of EB

The uncertainty in the nuclear binding energy within the Fermi gas model has several

kinds of effects. The analysis of these effects is not yet complete, but I will summarize the

progress here. In our simulations and reconstruction we take the nuclear binding energy

to be 27 MeV, following the data in Tab. VIII. [Note, SciFi uses 30 MeV for much of its

reconstruction.]

In this case, the uncertainty in this value affects our reconstruction through the formula

to calculate the neutrino energy and the q2 for the interaction. An uncertainty of 3 MeV

would look like an energy scale error of 0.3%, which would cause a 2% error on the fit value

of MA.

The binding energy is also part of the Neut simulation, in addition to part of the recon-

struction. It modifies the kinematics of the outgoing particles.

Finally, it is supposed that the binding energy modifies the cross-section itself in a small

way, providing an overall suppression and a slight change in the shape of the q2 distribu-

tion. A description of the possible size of this effect has been calculated by Tsushima, et

al., [arXiv:nucl-th/0307013] and later considered by Bodek, Budd, Arrington [arXiv:hep-

ex/0309024]. Though my estimate is not yet complete, I expect this to also have a smaller

contribution to the MA fit value.

3. Proton rescattering

[This section will be updated. Please skip it for now.] Proton rescattering inside the

nucleus causes changes to the proton angle and the proton momentum. The former will

cause a migration between the 2-track QE to the 2-track non-QE samples, while the latter

will cause a migration from both to the 1-track sample. In the Neut Monte Carlo, the amount

of rescattering is based on the results of proton scattering experiments[citation]. The Monte

Carlo was re-weighted to account for variations in this parameter, and was studied by Jeon

and reported in her thesis. We use 0.87 ± 0.07 of the amount used in NEUT. [This number

needs to be checked carefully. This was based on a very early version of the spectrum fit

result? Or some beam test?] The amount of proton rescattering is a free parameter, and

the deviation from this central value with this error is added to the total chisquare. The fit
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results are included in the result tables.
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FIG. 21: Update these figures if possible. The left figure shows the difference between the default

amount of proton rescattering and zero rescattering on the number of tracks observed in SciFi.

The right figure shows how the proton momentum is transformed, which affects whether the second

track is observed. There are also effects on the angle of the proton.

4. Nucleon momentum distribution - general considerations

I have some general comments about the effect of the nucleon momentum distribution.

There are in general two kinds of effects: the shape of the true q2 distribution (and also an

overall suppression), and an effect on the reconstructed q2 distribution. This second effect

is because our formula to calculate q2 is based on a calculation of Eν which differs from

the true Eν because we can not take into account the (unknown) nucleon momentum on an

event by event basis.

I refer to these two kinds of effects as “cross section” effects and “kinematic” effects, and

have made estimates of how the MA fit value changes. The first is studied by considering

changes in the shape of the true q2 distribution. The second causes a different reconstructed

q2 distribution, and is an independent effect. Also, the uncertainty in these effects might

apply separately to the CCQE signal as well as the single pion background.
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FIG. 22: Comparison of differential cross-section for the free nucleon and for a fermi gas model,

showing the effects of the momentum distribution at the low, middle, and high q2 regions for 1.0

GeV neutrinos.

5. Nucleon momentum distribution - CCQE cross section

The cross section effects of the nucleon momentum distribution can be divided into effects

at three different q2 regions. At low q2, below 0.2 (GeV/c)2, the momentum distribution

affects which nucleon final states are suppressed due to the Pauli principle, as demonstrated

above. In the middle q2 region, there is an overall suppression of the cross-section, and some

change in shape: the q2 distribution will be slightly steeper or shallower. At the high q2

region, the free nucleon cross section has a kinematic cutoff which is smeared for the Fermi

Gas and other models with a significant momentum distribution. These three regions are

illustrated most dramatically in Fig. 22 which compare the free nucleon case to the fermi

gas model for 1.0 GeV neutrinos.

For CCQE events, the effect of this was analyzed in the following way: H. Nakamura

provided us with calculations of the cross section using the Fermi gas model under several

different conditions[12–14]. With the calculations using different kf it was observed that

there was no difference for the q2 > 0.2 fits. He also included a calculation using the spectral

function momentum distribution of Omar Benhar[27], which is an alternative to the Fermi

gas model. These calculations show that there is a small adjustment in the CCQE cross-

section and a small difference in the shape over the entire q2 range, at the 2% to 4% level,

which is estimated to have an effect of 1% on the MA fit value. The only significant difference

38



is the amount of Pauli blocking at low q2, which is already known to not affect the fit value

in this analysis.

I also considered another alternative model, the one used in Neut version 4.3. The change

in the shape of the q2 distribution leads to an uncertainty of 1% on MA. Like the calculations

of Nakamura, this is based only on the true q2 distribution, and does not include kinematic

or detector effects.

The method to obtain these values is as follows. Consider any effect that produces a

change in the shape of the q2 distribution for 0.2 < q2 < 1.2, either for QE signal or for

non-QE background. See the left plot in Fig. 6 or Fig. 18 for examples. This can be

approximated as a simple change in linear slope over this region. That change is, to first

order, directly related to the change in fit value for MA. In this way, any model that can be

expressed in this form can be quickly tested to estimate an uncertainty in the final fit value.

There are interesting effects, certainly for CCQE, at high q2, where the tail of the nu-

cleon momentum distribution causes significant discrepancies in the cross-section. For our

analysis, our data does not have enough statistics to make any statements or contribute to

an uncertainty. However, these effects are likely to be of interest to higher statistics exper-

iments, or experiments whose neutrino energy (and therefore the q2 distribution) is higher,

and will need to be considered more fully in the very near future.

6. Nucleon momentum distribution - single pion cross section

As in the previous section, there is an effect for single pion events which are the back-

ground to the analysis. If the shape of the background changes, the resulting fit value of

the CCQE MA will change.

In this case, only two momentum distributions are available, the current official value

from Neut version 4.5, which is a Fermi-gas model, and the previous version of the Neut

Monte Carlo (version 4.3) which implemented a distribution by Brevia [26]. Except for

different amounts of Pauli blocking at low q2, there is no effect on the true q2 distributions.
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7. Nucleon momentum distribution – single pion kinematics

Unlike the CCQE form factors, which affected the true q2 distribution, I now want to

consider an effect primarily in the reconstructed q2 distribution. Even if the cross section

for M 1π
A remains the same, the kinematics of the outgoing lepton are different because the

nucleon momentum distribution has changed.

This is studied suing a special set of Neut interaction vectors prepared with an identi-

cal single-pion cross-section, but the alternative nucleon momentum distribution based on

Brevia. In this case, the true q2 distributions are the same, but the distribution of the

reconstructed q2 distributions are different. I observed a change in shape of 4% (i.e. the

slope of the right hand plot in Fig. 23) which thus corresponds to a change in the fit value of

MA of 2%. The smallness of this result is significant. The Brevia distribution and the Fermi

Gas distribution shown in Fig. 19 are very different. The average momentum is significantly

lower for Brevia, and the shape is very different. Despite these enormous differences, and

regardless of which distribution is the most accurate description of the nucleus, the effect

on the MA analysis is surprisingly small.
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FIG. 23: The left shows the ratio of the true q2 distribution, Neut old/Neut official. The right

shows the same ratio for the reconstructed q2 distribution.
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8. Nucleon momentum distribution – CCQE kinematics

At this point, separating out kinematic effects in the CCQE q2 distribution has been

more challenging, and is not completed. However, in the context of this analysis, these

other contributions are small compared to the other uncertainties, and I expect that this

remaining contribution is also small.

9. Pion absorption

This is included in the Neut Monte Carlo. Its uncertainty and effect on the MA fit is not

studied. In principle it also causes a migration of events to and from the one track and two

track samples, similar to the effect of proton rescattering.
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D. Experimental Effects

1. Muon momentum scale

The shape of the q2 distribution is very sensitive to the uncertainty in the muon momen-

tum scale. In the fine grained detector systems, the muon momentum is calculated using

the range measured from the reconstructed interaction vertex to endpoint in the MRD. This

is accomplished using a look-up table based on the Monte Carlo simulation, which in turn is

based on the dE/dx through all the material of the detectors. On an event by event basis,

this measurement has an uncertainty of ± 80 MeV or so, based on the segmentation of the

MRD. What is of concern here is a possible shift (MC relative to data) of the average value,

a shift in the overall scale of this momentum measurement. If this scale is off by 1%, it

causes a shift of 6% shift in the value of MA, shown in Fig. 24 for K2K-IIa data. Also,

this correlation is strong enough that the MA fit, with its other free parameters, does not

provide its own constraint on this parameter. Thus, the absolute calibration of the detectors

is particularly important.
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FIG. 24: Effect of scaling the MRD muon momentum. MA fit value and the fit χ2 are shown. This

is for K2K-IIa data. The fit begins to break down, probably because of binning, at low values of

momentum scale.

In principle, errors on the momentum scale could come from the way any of the detector

sub-systems are modeled. For the K2K-IIa data set, things are simpler because there are
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only three significant components: the MRD detector, the SciFi detector, and the mini-

SciBar detector. For most tracks, the MRD detector accounts for the majority of dE/dx, so

it is the most important. For the K2K-I data, the Lead Glass detector also plays a significant

role.

In the SciFi spectrum fit analysis, these two pieces, MRD and Lead Glass, are treated

separately. The results from the spectrum fit are used in the MA analysis, but with some

care. In the spectrum fit, these two momentum scales are free parameters in a fit of the muon

angle and muon momentum distributions. This technique is very similar to the MA analysis

and it uses the same data set. It is certain that other uncertainties, such as MA itself, are

affecting the momentum scale values obtained. Simply using these scale results in the MA

fit will bias the MA result. This bias has been estimated by rerunning the spectrum fit after

re-weighting the MC with different MQE
A . The value of the momentum scale varied by ±

0.02 for re-weighting factors for MQE
A between 0.90 to 1.40, when applied to the K2K-IIa fits.

Based on this, an additional systematic error of 0.01 is assigned. It was also observed that

the chisquare for the spectrum fit improved toward MQE
A = 1.30, though values between 1.1

and 1.4 were all acceptable, between 88 and 90 for (86-13 dof).

Using the neutrino data to calibrate the momentum scale is the most accurate measure-

ment we have, from a statistical point of view, though it may have larger systematic errors

coming from correlations with uncertainties in neutrino interaction cross-sections. A sum-

mary of the reported measurements of the different momentum scale values is given in the

Tab. IX. There is some disagreement among the results from each detector group, though

in principle each value accounts for a different subset of detectors whose momentum scale

can differ significantly.

2. Flux uncertainty

For the shape fit, we allow the flux to be a free parameter for five different energy regions

as follows (GeV): (0.5-1.0), (1.0-1.5), (1.5-2.0), (2.0-2.5), and (2.5-4.0). In this way we have

minimized or eliminated the potential errors due to the uncertainty in the relative flux from

the beam Monte Carlo.

Ignoring the correlation with other systematic errors, I estimate from the Minuit error

results that we have a systematic uncertainty of 0.08 for K2K-I data and 0.10 for K2K-IIa
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Source value error method

SciFi K2K-I MRD 0.950 ± 0.005 spectrum fit

SciFi K2K-IIa MRD 0.947 ± 0.011 spectrum fit

SciFi K2K-I LG 0.950 ± 0.014 spectrum fit

SciFi LG 0.950 ± 0.05 beam test

SciBar Total 0.980 ± 0.003 spectrum fit

MRD 1.000 ± 0.027 material assay

MRD 1.035 ± 0.06 beam test

MRD 0.990 fit neutrino data

TABLE IX: Value for different muon momentum scales. Each is expressed as MC/data. The

uncertainties from the SciFi fits are propagated to the uncertainty in MA value.

data. This is our largest source of uncertainty.. The final calculation of the systematic

uncertainty includes the Minuit reported correlation with the other systematic terms.

An important note, this error behaves in many ways like a statistical error. Higher

statistics cause this error to be somewhat smaller. This can be supposed by the different

values for the K2K-I and K2K-IIa data sets, and is also apparent when testing the MA fit

results for different q2 minimum cut values. This was further studied by running a virtual

MC experiment on different sized samples of fake data and observing the results of many

such fits. They were scattered around the central value, as expected, and if the size of the

sample is increased, the scatter is reduced.

However, the uncertainty also decreases if the relative flux normalization can be con-

strained. Thus, the analysis can be significantly improved if accurate, independent knowl-

edge of the neutrino flux is available, such as is expected from HARP.

3. Event selection

The SciFi analysis of K2K-I data use events that penetrate the MRD detector far enough

to produce a 3D reconstructed track and also events that only produced hits in the first

layer (1L events). This event sample is checked to ensure that there is little contamination

from pions passing through the lead glass. Similarly, the analysis of K2K-IIa data uses only

44



MRD-3D events. A reasonable alternate choice for K2K-I might be to give up the additional

statistics and choose only the MRD-3D events. Similarly, for K2K-IIa, including the MRD-

1L events causes a shift downward by 0.01, but it is noted that the lower muon momentum

threshold for K2K-IIa (because there is no Lead Glass or SciBar) causes much of the 1L

sample to have a reconstructed neutrino energy below 500 MeV, which is below the lowest

energy used in this analysis.

In an earlier version of this analysis, we observed a significant shift in the K2K-I analysis

of about 0.04 when the MRD-1L events were excluded. Now we implement a full reweighting

of the Monte Carlo to account for the uncertainty in the lead glass density. The lead glass

beam test and also the neutrino spectrum fit suggest that the correct density for the lead

glass is between 0.95 and 0.90 of what is used in the Monte Carlo. These different densities

cause the number of 1L events observed to decrease relative to the number of 3D events.

With no correction, there is a 15% relative excess of 1L events in the MC compared to the

data. With the correction all the way to 0.90, there is only a 6.5%. Likewise, the observed

discrepancy falls from 0.04 to 0.02 with LG density factor = 0.95, and to 0.01 with LG

density factor = 0.90. For the K2K-I analysis, I am using 0.925 for the Lead Glass density.

The magnitude of the discrepancy could be casued simply by having too many 1L events

in the Monte Carlo because the shape of the q2 distribution is quite different for the 1L

events, as shown in Fig. 25. The q2 distribution is less steep for the lower energy 1L events.

There is one other, related systematic error which is currently being analyzed. The 1L

events sometimes have a third hit in the second layer of the MRD, but the path length

(and therefore muon momentum) is calculated assuming only the two hits in the first layer.

Recently, the SciBar group has changed their pµ estimate to include the information about

this second-layer hit. This effects the energy reconstruction, which can have a significant

effect on the analysis.

One final thing to note, there is also a sample of MRD events, about 15% of the total,

that have a long track reconstructed in either the X or the Y projection, but no track in

the other projection, or the tracks are not matched. Work is also underway to study and

recover this sample.
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FIG. 25: Difference in the shape of q2 for MRD3D and MRD1L samples, from MC. Upper line

is MRD3D, lower line is MRD1L. The MRD1L line is less steep – it has relatively more high q2

events. The uncertainty in the relative fraction of these two quantities in the MC will cause an

error in the shape of the predicted q2 distribution.

4. Acceptance or efficiency

We have used two different methods to calculate the acceptance and also the migration

of true-values of Eν and q2 to their reconstructed values based on the Monte Carlo. Because

the analysis performs its own calculation of the CCQE cross section in order to allow MA to

be a free parameter, these true values for the q2 and E distributions must then be converted

to what the physical SciFi detector will see.

The first is the original method used by Eun Ju which considers acceptance and q2

migration in a simple way. The second, improved version considers the q2 migration and

includes migration among the energy bins.. This second version more accurately represents

the results of the Monte Carlo, but is much more sensitive to the Monte Carlo statistics.

In general, with the MC statistics we use, these two methods produce MA fit results that

disagree by 0.01 to 0.03 while they have reasonably similar chi square values. This range

depends on the data set being analyzed and was considered for almost every consistency

check we have done since Fall of 2003.
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Thus we are confident that whatever remaining uncertainty, either in method or statistics,

it is less than 0.03. I quote this number here as a consistency check, and do not use this

value for calculating the final uncertainty.

In contrast to this procedure, we take the inelastic background to be exactly what is

reported by Neut and the detector simulation, so there is no separate consideration of the

acceptance for the background, beyond what the full Geant simulation gives.

5. Aluminum

We ignore, at present, the possibility that the aluminum in the detector will be susceptible

to different nuclear effects. In particular, 26Al, in the Fermi gas model, will have a higher kf

and εB, and thus will have more Pauli blocking. However, this effect is within the range of kf

already studied in this analysis. For CCQE events with fits q2 > 0.2 this will be negligible,

but for the single-pion background, more Pauli blocking will have some small effect. This

total uncertainty is discussed in the Pauli blocking section.

It is known that the nucleon momentum distribution has effects other than those described

by Pauli blocking, which may be more significant for q2 > 0.2. There is an overall suppression

of the cross section and different distributions also have different high q2 tails. Differences

between Aluminum and Oxygen in this regard have not been closely studied, and the analysis

assumes all the targets are in Oxygen nuclei. There will be no water in the SciFi detector

for the K2K-IIc run, so we will get some estimate of the effect of aluminum from that data.

6. Fiducial volume and Ntargets

For the shape fit, these are not applicable. The uncertainty here is taken up by the overall

normalization factor, which has no effect on the resulting value for MA.

7. Track finding efficiency

Just as proton rescattering causes a migration from the one-track to two-track samples,

also the detector’s track finding efficiency, especially the threshold for reconstructing short

tracks, may have a similar effect. This effect is not studied.
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K2K-1 K2K-2

Energy χ2/dof dof χ2/dof dof

All 1.3 125 1.3 99

< 1.0 GeV 0.8 10 2.0 11

1.0 to 1.5 0.9 25 1.2 22

1.5 to 2.0 1.3 33 1.2 26

2.0 to 2.5 1.2 33 1.0 26

> 2.5 1.3 33 0.9 23

E. Other consistency checks

General comment. The checks described below were simple tests. Some imply a system-

atic error, some may be correlated with effects described above, while others suggest simple

statistical fluctuations. Some of these tests are one-time only tests and actually represent

shifts rather than symmetric errors.

1. Energy effect

Analyzed the shape of the q2 distribution for each energy region separately. Described in

the results section in Fig. 16, and also discussed in the event selection section in relation to

the discrepancy when MRD-1L events are considered.

In addition, I also divided the data into two energy regions (instead of five) and fit each

separately. This has the advantage that the fluctuations due to a small number of bins

has a smaller effect. The low region was from 0.5 to 1.5 GeV (three of the energy regions

combined), the high energy region was 1.5 to 4.0 GeV. The results for K2K-I were 1.10 ±

0.07 and 1.18 ± 0.13 and for K2K-IIa 1.13 ± 0.19 and 1.24 ± 0.19. The errors here include

only the MINUIT fit errors, for which the statistics and the flux free parameter are by far

the largest and are not significantly correlated between the energy regions. This simplifies

the same trend observed in Fig. 16.

Another check is to see, for the best fit to the data, which energy bin contributes the

most to the total chisquare. This table gives the chisquare/dof and the total dof for that

energy.
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2. Does the analysis reproduce the MC?

Yes. Several subsets of the MC was extracted and used as a “fake data sample” for

a virtual MC experiment. The results, when averaged, reproduce the intrinsic MA of 1.1

within 1% and the observed fluctuations are consistent with the errors in the fit reported by

MINUIT for the real data.

3. Compare halves of K2K-I data

Simply divided the K2K-1 data set in half. The fit values agree within 0.01 This is

consistent with our 0.03 statistical uncertainty. The K2K-IIa data set is too small, there is

a systematic bias in that analysis because the statistics of each bin are too low. When the

K2K-IIa data is rebinned using coarser bins, the two halves are also in agreement.

4. Delta-theta cut

The delta-theta cut divides the two-track sample into the QE enhanced and the non-QE

enhanced data. Delta-theta is the difference between the measured proton angle and the

calculated angle assuming the proton is recoiling from a quasi-elastic interaction. Good

agreement (small delta-theta) suggests that the interaction was indeed QE, while inelastic

events will have a full range of possible angles. Originally the cut was set to maximize

the QE and non-QE enhancement, possibly improving the accuracy of the QE/nQE free

parameter in the fit. On the other hand, this technique throws out all the events with

delta-theta between 25 and 30 degrees.

The possible systematic error here was studied by shifting the cut from 20 to 30 degrees,

compared to the default value of 25 degrees. At these extremes, the fit value for MA differes

by only ± 0.015 for 30 degrees and less than 0.01 with a cut of 20 degrees, which is negligible

compared to the other systematic errors in this analysis. For K2K-2a, the chisquare is better

at either extreme, 118, 126. and 122 for ∆θ = 30, 25, 20 degrees. For K2K-1, the chisquare

is similar, 164, 160, and 161.
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5. Binning

Our primary analysis uses q2 bins of 0.1 (GeV/c)2. Eun Ju considered alternate binning

of 0.05, 0.2, and 0.5. The results of the MA fit value varied by less than 0.01. The numbers

were [buried in Eun Ju’s notebook and in an e-mail I have somewhere, and there is also a

plot in Eun Ju’s thesis. Redo this as a nice plot.]

I note here that due to limited statistics for our data sample, as is standard practice,

the high q2 bins are grouped into several larger bins. Small changes in how this grouping

is selected have a negligible effect. However, it is observed that using half the K2K-2a data

sample has a very large effect and requires the data to be rebinned. Even though this is not

a problem for our data sets, it must be carefully considered for each new data set, especially

if the statistics are poor.

6. q2min cut

This is already described in results section with Fig. 15. We perform our primary

analysis using a q2 cut of 0.2, and fit only the region of q2 above that. There has always

been a discrepancy between data and Monte Carlo, for all near detectors, for data in the

far-forward region, which is also where the very low q2 events are.

Theoretically, this is where the effects of the nuclear model and interactions are the most

significant. Pauli blocking, coherent pion, and the Bodek DIS correction all effect the region

q2 < 0.2. These uncertainties are definitely a factor, even with the possibility that the

detector description is correct for forward events.

Nevertheless, we do perform our fits to include some and all of this region. The resulting

fit value of MA is always higher, and the quality of the fit is not as good.

This is also consistent with observations by previous neutrino experiments [23] This does

not represent an uncertainty to be quoted in this analysis. Rather, it is guidance that

the underlying dipole model or our understanding of low q2 nuclear effects (or both) are

inadequate. We hope the continuing study and presentation of these results will lead to

progress in these areas, but a statement of uncertainty here is beyond the scope of the

present analysis.
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VII. CONCLUSION

We have studied the neutrino-oxygen quasi-elastic scattering, νµ + n → µ− + p, in the

few GeV region using neutrino interactions observed in the Scintillating Fiber detector of

K2K neutrino oscillation experiment. We performed a maximum likelihood fit to the data

to determine the best fit value for the axial vector mass MA.

We obtain

MA = 1.29 ± 0.12 syst. ± 0.03 stat. for K2K-I data,

MA = 1.20 ± 0.18 syst. ± 0.04 stat. for K2K-IIa data,

and

[Re-analyzed combined result coming soon.]

These data are consistent with previous measurements using other nuclear targets, shown

in Fig. 26. The values quoted in this figure assume the old dipole form factors. We also

report the result using the new dipole form factors, and find MA = 1.22, 1.12, and 1.xx (and

with the same errors as above) for K2K-I, K2K-IIa, and the combined result, respectively.

We have also presented a quantitative study of many significant nuclear effects which are

important for measurements like this on heavy nuclei, including our oxygen target. These

include the Pauli exclusion effect, other effects of the nucleon momentum distribution, the

assumption of a Fermi gas model, as well as the effect of nuclear rescattering of recoil protons.
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