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Abstract

We present the evidence for muon neutrino oscillation based on the measurement of the KEK-
to-Kamioka long baseline experiment. The data corresponding to 8.9 x 10'® protons on target
is analyzed in this thesis. At the middle of the run, the far detector, Super-Kamiokande, was
damaged by an accident, and rebuilt with about a half of the PMT density. In addition, a
fully-active scintillator detector, SciBar, was newly constructed at the near site. This is the
first time to present the results with SciBar and the second phase of Super-Kamiokande. We
study neutrino oscillation by using both the distortion of the neutrino energy spectrum and the
reduction in the number of events. The neutrino energy spectrum at the near site is measured
by a near detector complex, and it is used to estimate the neutrino energy spectrum at the far
site. The neutrino event rate at the near site is also measured, and the number of events in
Super-Kamiokande is predicted. In total, 107 neutrino events have been observed by Super-
Kamiokande, while the expectation from the near detector without oscillation is 150.97753
events. The reconstructed neutrino energy of 57 single-muon events are compared with the
expected spectrum from the near detector. The two-flavor neutrino oscillation model is examined
by using the above results. The best fit oscillation parameters are obtained to be

(Am?, sin?26) = (2.8 x1073[eV?], 1.0).
The 90% confidence interval of Am?2 at sin? 26 = 1 is estimated to be
1.9x1073 < Am? < 3.6x1072 [eV?].

These results are consistent with atmospheric neutrino experiments. The null oscillation hy-
pothesis is excluded with 99.995% probability, corresponding to 4.0 standard deviations.
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Chapter 1

Introduction

Neutrinos are elementary particles with spin 1/2 and no electric charge. They interact through
only the weak interaction. There are three neutrino types found so far: ve, v, and v;, associating
with the three charged leptons. Although the neutrino masses have been directly searched for
as listed in Table 1.1, no finite mass has ever been found.

The evidence for finite neutrino masses has been found, however, through neutrino oscilla-
tions observed by atmospheric[5], solar[6, 7], reactor[8], and accelerator-based[9] neutrino exper-
iments. Neutrino oscillation is the phenomenon that neutrino flavor changes periodically with
its time evolution. It is caused by the mixing between the flavor eigenstates and the mass eigen-
states, when neutrinos have non-degenerate masses. In the two-neutrino case, the probability
that a neutrino type v, with energy £ [GeV] transforms to the other type vg after traveling L
[km] in vacuum is

L [km)]

P(vy — vg) = sin® 20 - sin? (1.27 - Am? [eV?] - m) (1.1)

where @ is the mixing angle, and Am? (= m3 —m?) is the difference between the squares of the
mass eigenvalues (m1,ms), as derived in Section 1.1. Thus, the discovery of neutrino oscillation
is the evidence for finite neutrino masses and mixings.

The flavor eigenstate of a neutrino, v, (o = e, i, 7), is expressed by mass eigenstates, v; (1 =
1,2,3):

va =Y Ui, (1.2)

)

where Uy; is an element of the 3 x 3 unitary matrix of neutrino mixing called “MNS' matrix”,
which is an analogue of CKM matrix in the quark sector. There are four degrees of freedom in
the MNS matrix: three of them are mixing angles and the other is a CP phase. There are two
Am?’s on the assumption of three neutrinos. The present knowledge of these parameters is still
poor, compared to the quark sector, as summarized later in Section 1.3.

Nonzero neutrino masses raise possibilities of new neutrino features: for example, the neu-
trinos can be either Majorana or Dirac fermions, massive neutrinos can have nonzero magnetic
moments, the heavier neutrinos can decay into lighter ones, and neutrinos may be a sizable
fraction of dark matter. Neutrino mixing opens the possibility of C'P violation by analogy with
the quark sector. Therefore, the establishment of the finite neutrino mass and mixing and the
measurement these parameters make a strong impact on the particle physics.

In the following sections, we describe basic knowledge of neutrino oscillation, the present
status of oscillation measurements, and the outline of this thesis.

nitials of Z. Maki, M. Nakagawa, and S. Sakata, who first proposed neutrino mixing[10].



Table 1.1: Present limit of neutrino mass evaluated by Particle Data Group[1].
Neutrino Mass limit Experiment
Ve <3eV/c? (95% C.L.) SH 8 decay[2]
vy < 0.17 MeV/c? (90% C.L.) pion decay[3]
vy < 18.2 MeV/c? (95% C.L.)  tau decay[4]

1.1 Neutrino oscillation

We briefly summarize the phenomenology of neutrino oscillation. In the two-neutrino case, the
flavor eigenstates, v, and vg, is written by

Vo\ [ cos sinf v\ _ V1
<1/5> o (— sin 6 cosO) (1/2) =U (1/2) ’ (1.3)

where v and v, are the mass eigenstates and 6 is the mixing angle. While a neutrino is generated
as a flavor eigenstate via weak interaction, the time evolution of its state is described in terms of
the mass eigenstates. Since the states v; have common momentum p according to the momentum
conservation law, the time evolution is expressed by

vi(t)\ (et 0 v1(0) (1.4)
w(t)) 0 e B2 ) \1n(0))° ’
where E; (= \/p? + m?) are energy eigenvalues. Thus, the time evolution of the flavor eigenstates

is solved as (Z;Eg) . (egElt 6_9E2t> - (Z;ESD ‘ (1.5)

Suppose a neutrino is generated as v, (i.e. 4(0) =1 and vg(0) = 0), its surviving probability
after traveling a distance L is obtained as

Am?L
P(ya—>ya):|ya(t)|2:1—sin220-sin2( m )

4
P Ll (1.6)
m
=1- sin2 29 . sin2 (127 . Am2 [eVQ] . m),
where Am? = m2 — m? and relativistic approximation E; ~ p + mz2 /2p are used. Thus, the

oscillation probability is expressed as a function of L/E.

1.2 Key issues for neutrino oscillation experiment

We discuss the experimental sensitivity to neutrino oscillation and key issues for the design of a
neutrino oscillation experiment. The sensitivity to the neutrino oscillation parameters, sin? 26
and Am?, depends on the choice of L/E for each experiment according to Equation (1.6). The
experimental precision of sin? 20 is dominated by the statistics around the oscillation maximum
(1.27-Am?-L/E ~ 7/2). The precision of Am? depends on the measurement accuracy of L/F,
since Am? is multiplied by L/E in Equation (1.6). In summary, key issues for the design of a
neutrino oscillation experiment are: (1) choice of L/E, (2) statistics at the oscillation maximum,
and (3) L/FE reconstruction resolution.



1.3 Present knowledge about neutrino oscillation

We review the present knowledge about neutrino oscillation. Neutrino oscillation experiments
are classified into three sectors: atmospheric, solar, and reactor neutrino sectors corresponding
to the three mixing angles in the MNS matrix. We describe the current status of each sector.

1.3.1 Atmospheric neutrino sector

Atmospheric neutrinos are produced by decays of pions and kaons which are generated by the
collision of primary cosmic rays with the upper atmosphere. The most frequent decay chain of
these mesons is
(-)
= (K%)= uF + v,
l (1.7)
= =)
ui—>ei+yﬂ+ Ve .
The energy spectrum of these neutrinos peaks at approximately 1 GeV, and extends to the
order of 100 GeV. The flight length runs from 10 km, for neutrinos coming from the zenith,
to 13000 km, for those coming from the nadir. Therefore, the L/E of atmospheric neutrinos
stretches from 1 to 10000. The L/E of each neutrino event is approximated by the energy and
the direction of the lepton produced by neutrino interaction.

Although atmospheric neutrinos are composed of both muon and electron neutrinos, it has
been found that only muon neutrinos oscillate into other neutrinos (v, — v, oscillation). At
present, the 90% C.L. intervals of the oscillation parameters in the atmospheric neutrino sector,
Am2,,, and Oytm, are

1.9x107% < Am2,, < 3.1x1073 [eV?],

atm

1.8
sin? 20,0m > 0.90, (18)

according to Super-Kamiokande results[11]. The allowed region of these parameters is shown in
Figure 1.1. In this sector, v,’s are likely to be v, ’s.

Several accelerator-based experiments are investigating this parameter region. By using pion
decay in flight (7* — v, + £), muon neutrino beam is produced, and it is detected after a
certain length of flight. Neutrino oscillation is examined by comparing the measured beam
property with the expected one. The K2K experiment[12], which is the subject of this thesis,
is one of the accelerator-based experiments, and the indication of neutrino oscillation has been
obtained[9]. The advantage of an accelerator-based experiment is described in Section 1.4.

1.3.2 Solar neutrino sector

Solar neutrinos are created by nuclear fusion reactions at the center of the Sun. Only electron
neutrinos are produced. Therefore, solar neutrino experiments are sensitive to v, — v, oscilla-
tion. The neutrino energy spectrum distributes from 0 to 15 MeV. Since the distance between
the Sun and the Earth is 1.5x10% km, the sensitivity to Am? reaches down to 10~'! eV? in case
of vacuum oscillation?. Solar neutrino experiments can measure Am? up to 102 eV?2, if we take
“MSW3 effect[13]” into account. Here, the MSW effect is the phenomenon that the effective
mass eigenvalue is shifted when neutrinos travel through matter.

Recent solar neutrino experiments, such as Super-Kamiokande[6] and SNO[7], report that
the electron neutrino flux from the Sun is significantly smaller than the expected flux while

*Vacuum oscillation is defined as neutrino oscillation following Equation (1.6) in contrast to MSW oscillation.
3The initials of Mikheyev, Smirnov, and Wolfenstein.
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Figure 1.1: Allowed region of the oscillation parameters for the atmospheric neutrino sector.

the total neutrino flux is consistent with the expectation. These results are consistent with
neutrino oscillation. The mass square difference and the mixing angle are measured to be
Am?D ~ 7x107% eV? and tan? 6 ~ 0.4, respectively. The allowed region of these parameters
are shown in Figure 1.2 (lines of the left)[14].

The neutrino oscillation in this sector has been studied by a reactor neutrino experiment,
KamLANDJ[14]*. This experiment observes electron anti-neutrinos produced by B-decays of
nuclear fission products. The energy spectrum of observable neutrinos spreads from 2 MeV to
8 MeV. The baseline length is approximately 180 km. Therefore, the L/E is roughly 4 x 10*
km/GeV, which matches to solar neutrino oscillation.

KamLAND has observed smaller neutrino flux than the expected one. This result is a strong
support of solar neutrino oscillation. The allowed region of the oscillation parameters from the
KamLAND data is shown in Figure 1.2 (hatched areas of the left). The combined analysis[14] of
both solar and reactor experiments shows that the allowed intervals of the oscillation parameters
are

Am2 = 179102 x107° [eV?], 19)
tan® 0 = 0.401“8:(1)?. '
The allowed region of the oscillation parameters from this analysis is shown in Figure 1.2 (right).

We briefly discuss the difference in the shape of the allowed region between solar neutrino
experiments and KamLAND. For solar neutrino experiments, the sensitivity to 6 is better than
KamLAND thanks to the MSW effect in the Sun. However, the MSW effect makes the oscillation
probability almost independent of neutrino energy (F,) in the energy region of E, > 5 MeV,
where Super-Kamiokande and SNO are sensitive. For KamLAND, the oscillation probability
follows Equation (1.1), which is a sinusoidal function of L/E. Therefore, the Am2 sensitivity of
KamLAND is significantly better than that of solar neutrino experiments. Thus, the combined
result of solar and KamLAND experiments restricts the oscillation parameters within a very
small region. Consequently, the neutrino oscillation in this sector has been established by using
two neutrino sources with different systematics.

* Although we describe other reactor neutrino experiments in Section 1.3.3, they are sensitive to another mixing
angle because their L/E are much shorter. Therefore, KamLAND is exceptionally classified into the solar neutrino
sector.
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Figure 1.2: Allowed region of the oscillation parameters for the solar neutrino sector. The left
figure shows the results from solar neutrino experiments (lines) and KamLAND (shaded areas)
separately. The right figure shows the combined result of them.

1.3.3 Reactor neutrino sector

The other mixing angle is investigated by studying v, — v, oscillation at Am2,, corresponding

to L/E ~ 400. This channel has been searched for by some reactor experiments[15] with baseline
length of approximately 1 km. No evidence has ever been found. The 90% C.L. upper limit on
the mixing angle is

sin?20 < 0.1, (1.10)

when Am? > 3x1073 eVZ.

This sector is also studied by an accelerator-based experiment. The neutrino oscillation in
this sector transforms a part of muon neutrinos into electron neutrinos (v, — v, oscillation). In
other words, the appearance of electron neutrinos is the evidence for the finite mixing angle in
this sector. This channel has been studied by the K2K experiment[16]. The signal of v, — v,
oscillation has not been observed so far.

1.4 Necessity for accelerator-based experiment

Neutrino oscillation in the atmospheric neutrino sector has been observed only by atmospheric
neutrino experiments before the K2K experiment. To establish this phenomenon further more,
another experiment with different systematics is needed. As mentioned in Section 1.3.1, an
accelerator-based experiment is able to investigate this region. One of the advantages of an
accelerator-based experiment is that the neutrino flight length L is constant. Furthermore,
since the neutrino beam direction is known, the neutrino energy F is precisely reconstructed by
using kinematical conditions.

In case of atmospheric neutrino experiments, both the direction and the energy of a neu-
trino are approximated from the scattered particles from neutrino interaction. Therefore, the
precision of L/E is not very good. In the Super-Kamiokande analysis[11], for instance, the
precision of L/ E is typically 70%. For accelerator-based experiments, the precision is 10% level.
Therefore, accelerator-based experiments have a great advantage in measuring Am?. In addi-
tion, an accelerator-based experiment measures the neutrino beam properties before oscillation
by putting a neutrino detector near the production point. Comparison between near and far
detectors considerably reduces uncertainties in neutrino flux, neutrino energy spectrum, and
neutrino interaction.



To utilize these advantages, the KEK-to-Kamioka long baseline neutrino oscillation experi-
ment (KEK-PS-E362), named “K2K”, was proposed[12] and has been carried out[9, 17]. K2K
is the first long baseline experiment sensitive to atmospheric neutrino oscillation.

1.5 Outline of this thesis

This thesis is dedicated to obtain the evidence for the disappearance of v, and to measure
the oscillation parameters in the atmospheric neutrino sector. We analyze the data from the
K2K experiment. Since a new detector, called SciBar, was installed in the middle of the K2K
experiment, the design, construction, and analysis of SciBar are presented in detail.

The outline of the thesis is as follows. The K2K experiment is introduced in Chapter 2.
The experimental setup of K2K is described in Chapter 3. The SciBar detector is subsequently
explained in detail in Chapter 4. The MC simulation for each physics process and each experi-
mental component are described in Chapter 5. The analysis of the SciBar detector is described
in Chapter 6. The overview of the neutrino oscillation analysis is provided in Chapter 7. The
analysis of each detector is described in Chapter 8 — 11, and the neutrino oscillation analysis is
performed in Chapter 12. Finally, the conclusion is summarized in Chapter 13.



Chapter 2

Overview of K2K Experiment

We introduce the K2K experiment in this chapter. We give an outline of the experiment, and
summarize the analysis strategy. On the basis of the strategy, we describe the design concept of
the experimental setup. Finally, we present the history of the K2K experiment.

2.1 Outline

The K2K experiment is proposed to confirm atmospheric neutrino oscillation and to measure
the oscillation parameters. An almost pure muon neutrino (v,) beam produced by a 12 GeV
proton beam at KEK'. The v, beam is detected by Super-Kamiokande (SK), a 50kt water
Cherenkov detector, after 250 km flight. The locations of KEK and SK are shown in Figure
2.1. In addition to the SK measurement, a near detector complex (ND) at KEK measures v,
beam properties just after the v, production. By comparing the results between ND and SK, we
examine neutrino oscillation in the atmospheric sector and measure the oscillation parameters.

The v, beam energy is widely spread around the mean energy 1.3 GeV. Therefore, the K2K
experiment is sensitive to the range of Am? ~ 1073 — 102 [eVQ], which covers atmospheric
neutrino oscillation (Am? ~ 3x 1073 [eV?] and sin?20 ~ 1). Figure 2.2 shows the oscillation
probability as a function of neutrino energy (FE,) and the v, energy spectra at SK with and with-
out neutrino oscillation. A typical parameter set suggested by atmospheric neutrino experiments
is chosen in this figure.

The oscillation signal of the K2K experiment has two features: the distortion of the v,
energy spectrum and the deficit of the number of SK events. In case of v, — v, oscillation,
v, does not have the scattering amplitude for charged current interaction, because F, is below
the tau production threshold (~ 3.5 GeV). Therefore, the v, energy spectrum at SK shows a
characteristic oscillation pattern (Figure 2.2), and the number of SK events becomes smaller
than the extrapolation from ND. We use both information for the neutrino oscillation analysis.

The K2K experiment is also investigating v, — v, oscillation by searching for electron
neutrino events in SK. In this thesis, we do not analyze this channel.

2.2 Analysis strategy

We describe the analysis strategy for the comparison of the energy spectra and the the number
of events between ND and SK.

'High Energy Accelerator Research Organization in Tsukuba.



Figure 2.1: Overview of the K2K experiment. The v, beam produced at KEK is detected by
Super-Kamiokande after 250 km flight.

(sin’20=1.0,Am*=3x10"eV?)

rEbability

p

E,(GeV)

Figure 2.2: Oscillation probability as a function of E, (top) and E, spectra with and without
neutrino oscillation (bottom). The oscillation parameters are chosen to be (Am?,sin?260) =

(3x1073 [eV?], 1.0).



2.2.1 Comparison of the energy spectra between ND and SK

We compare the energy spectra between ND and SK by following three steps.
1. Reconstruct the F, spectrum at ND, ®xp(E)).
2. Obtain the expected E, spectrum at SK, &gk (FE,), by extrapolating from ®xp(E)).
3. Compare the reconstructed E, spectrum with ®gk(F,).

Strictly speaking, ®xx(£,) is defined as the neutrino flux at XX (ND or SK) as a function of
E,,. When we compare the energy spectra, we consider only the spectrum shape and do not care
the flux itself. When we study the number of events, on the other hand, we take the flux into
account.
We reconstruct the neutrino energy spectrum by using charged-current quasi-elastic (CC-
QE) interaction:
vy+n—=pu +p, (2.1)

which is a dominant process in the K2K experiment. Assuming CC-QE interaction, the parent
neutrino energy ([,°°) is calculated by using the muon momentum (p,) and the angle with
respect to the beam (6,,):

my — (my — V)2 —m2 +2(mp — V)E,

Erec — P 2.2
v 2(mp —V — E, +p,cosb,) ’ (22)

where my, my, my,, E,, and V are the proton mass, the neutron mass, the muon mass, the
muon energy (1/p2+m3), and nuclear potential energy (27 MeV for '90), respectively. The Fermi
motion of the neutron are neglected in this formula. By using the relationship between EJ*¢ and
(Pu,0,), we reconstruct the E, spectrum at ND, ®xp(E,).

We extrapolate @i (E,) from ®xp(F,) by multiplying the neutrino flux ratio of the far site
to the near site, Rp/n(Ey), i.e. Psk(Ey) is expressed by

Psk(Ey) = Rpyn(Ey) - Oxp(Ey). (2.3)

Since the shape of ®xp(F),) is not the same as that of ®gi (E, ) in the K2K experiment, Ry /n (E,)
depends on E,. The strategy to obtain Rp/n(E,) is described in Section 2.3.3.

The CC-QE candidate events in SK are selected, and the reconstructed F, of these events
are finally compared with ®gk(E,) by using a maximum likelihood method.

2.2.2 Comparison of the number of events between ND and SK
We compare the number of events between ND and SK by following three steps.
1. Count the number of events at ND, Nl‘\}k]’js.
2. Obtain the expected number of events at SK, N§i©, by extrapolating from Ng2.

3. Compare the number of observed SK events, NS, with NG

In this analysis, all event types are used to maximize the statistical sensitivity.
We introduce the estimation of Ng. In the null oscillation case, N&i& is written by
JdE, - ®sk - o5k - €5k Msk . obs

NeXP —
K = : - NND
S [dE, - ®xp - oxD - exp Mnp

_ JdE, - ®xp - Rp/n - 05K - €sK CMsk s
[dE, - ®xp - oxD - €xD Myp N

(2.4)
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where ogk (onp) is the neutrino cross-section with the target material of SK (ND), esk (exp)
is the detection efficiency of SK (ND), and Mgk (Mxp) is the target mass of SK (ND). Since @,
o, and € depend on E,, they are integrated by E,,.

One of the characteristics of this analysis is the error cancellation between ND and SK. In
Equation (2.4), for example, ®xp are included in both the numerator and the denominator.
Even if ®xp have ambiguities, their deviations from the true values are identical. As a result,
their influence on N§i are reduced to be almost negligible. Similarly, if the target material
of ND is the same as that of SK (water), i.e. oxnp = 0sk, the error on the neutrino-nucleus
cross-section is also canceled out. Thus, a near detector with water target is necessary for this
analysis.

Finally, we discuss the statistical sensitivity of this analysis. Suppose that the oscillation
parameters are, for example, Am? = 3x 107 [eV?] and sin?20 = 1 (Figure 2.2), the number
of SK events is expected to be 65% of the null oscillation case. Therefore, we need at least
100 events (10% statistical error) to exclude the null oscillation hypothesis with three standard
deviations (99.7% C.L.) if the systematic error is negligible. This requirement is one of the most
important subjects for the design of the K2K experiment.

2.3 Design of the experimental setup

Based on the analysis strategy, we describe the design of each experimental setup. Figure 2.3
shows the schematic view of the K2K setup.

2.3.1 Neutrino beamline

The v, beam is mainly produced by decays of positive pions in flight (7* — p* + v,). These
pions are produced by hitting 12 GeV protons on an aluminum target, and focused by a pair of
magnetic horns. The pions decay into v, and p* in a 200m-long decay volume. The v, beam
passes through ND located 300m downstream of the target, and flies toward SK. The design
of the target, the horns, and the decay volume are optimized to maximize the neutrino flux
(Section 3.2.2 and 3.2.3).

2.3.2 Beam monitoring

To confirm that the direction and the yield of the neutrino beam are stable for each beam
pulse, we monitor the primary proton beam and the muon from pion decay. Primary proton
beam monitors (Section 3.2.1) are installed in the transport line between the accelerator and the
production target. The muon from pion decay is measured by the MUMON detector (Section
3.2.4) installed behind the beam dump.

2.3.3 Extrapolation of the neutrino flux from ND to SK

We explain the concept of the flux extrapolation. If the neutrino beam is produced at a point
source, the Far/Near flux ratio Rp/y(E)) is

Rp/n(Ey) = —5— (2.5)

where Lxp = 300 m (Lgk = 250km) is the distance between the neutrino source and ND (SK).
In other words, the flux follows L~? law, and Rp/y(E,) is independent of FE,. In the K2K
experiment, however, Ry y(E,) is different from Equation (2.5) and not independent of F, due
to the finite size of the pion decay volume.

We evaluate Ry (Ey,) by the following procedure.

10
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Figure 2.3: Schematic view of the K2K setup.

1. Obtain the property (momentum and direction) of produced pions.

2. Evaluate ®xp(E,) and Pgk (FE,) by using the decay kinematics of a pion and the geometry
of the decay volume.

3. Take the ratio between ®xp(E,) and Psk(E)).

Since the pion decay kinematics is well-known, the uncertainty in the second step is small. There
is no ambiguity in the third step, because we just calculate the ratio. However, the first step has
a large uncertainty, according to past pion production measurements (Section 5.1.2). Therefore,
we measure the property of the pions just after the horn magnets by using the PIMON detector
(Section 3.2.5). The analysis of Rp/y(E,) is described in Chapter 10.

2.3.4 Far detector: Super-Kamiokande

We employ Super-Kamiokande (SK) as the far detector of K2K. SK is a 50kt water Cherenkov
detector in Kamioka, Gifu prefecture (Section 3.4). The reason why SK is suitable for the far
detector is because SK has sufficient mass to accumulate neutrino events. The event rate in SK
is expected to be 0.4 event/day without neutrino oscillation. Therefore, the requirements for
the statistics (more than 100) is satisfied by the run time of a few hundred days.

Furthermore, SK is able to select CC-QE events for the analysis of neutrino energy spectra.
The CC-QE candidate event of SK is the event in which only one muon-like particle is observed,
because the associated proton often does not emits Cherenkov light due to its high Cherenkov
threshold in water? (~ 1.1 GeV/c).

2.3.5 Near detector complex

Purposes of ND are summarized below:

e Measure the F, spectrum at ND, ®xp(E), ), which is used by both the E,, spectrum analysis
and the event rate analysis.

e Measure the number of events in ND, Nf\}%s, to estimate the expected number of events in
SK, Ngi.

2The Cherenkov threshold of a muon is approximately 0.12 GeV/c.
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e Study neutrino interaction to reduce uncertainties in the neutrino cross-section, the kine-
matics of neutrino scattering, etc.

e Monitor the neutrino beam stability by observing the neutrino itself.

To fulfill these purposes, ND is designed as a combination of a 1kt water Cherenkov detector
(IKT) and a Fine-Grained Detector (FGD). FGD is comprised of a scintillating fiber tracker
with water target (SciFi), a lead glass calorimeter (LG) until 2001, a fully-active scintillator
detector (SciBar) since October 2003, and a muon range detector (MRD).

Detector components of 1IKT (Section 3.3.1) are same as those of SK except for the size of
the water tank. Therefore, the detector response is almost same as SK. As a result, the error
cancellation in Equation (2.4) is maximized by using IKT. We employ 1KT to obtain N in
this thesis. We also use 1KT to reconstruct the F, spectrum.

SciBar (Chapter 4) and SciFi (Section 3.3.2) are tracking detectors designed to detect both
the muon and the proton from CC-QE interaction. Therefore, SciBar and SciFi are suitable for
the F, spectrum measurement. When we study neutrino interaction, we mainly use SciBar data
because SciBar has better track finding capability.

MRD (Section 3.3.5) is constructed to measure the energy of a muon from SciBar or SciFi
and to monitor the neutrino beam stability. Most part of MRD is made of iron to identify a
muon.

LG (Section 3.3.3) is installed to measure the electron neutrino contamination in the beam.
In this thesis, we do not use electron neutrino data, but muon energy deposit in LG is into taken
into account if a muon passes through LG.

2.3.6 Timing synchronization

Timing synchronization between the accelerator and SK is performed using GPS? (Section 3.5).
Although SK data has a atmospheric neutrino background (~ 6 events/day), this background
becomes negligible if we select the event synchronized with a beam pulse.

2.4 History of K2K

A brief history of the K2K experiment is summarized in Table 2.1. The neutrino data taking
started in June 1999 with the horn current of 200 kA (80% of design value). This period is
named “K2K-Ia”. In November 1999, the horn current increased to 250 kA (design value), and
the data had been accumulated until July 2001 (K2K-Ib). The results from K2K-Ia and K2K-Ib
are published in [9] for v, — v, oscillation and in [16] for v, — v, oscillation.

In November 2001, a severe accident happened in Super-Kamiokande, and many PMTs were
crashed. After the reconstruction of SK with a half PMT density, the experiment resumed in
January 2003, and took data until June 2003 (K2K-ITa). In the K2K-IIa period, there was no
lead glass calorimeter. A new near detector, SciBar, was installed in the summer 2003, and the
neutrino data was taken again from October 2003 to February 2004 (K2K-IIb). In this thesis,
we describe the first result from K2K-ITa, K2K-IIb, and SciBar.

Figure 2.4 shows the number of delivered protons on the target (POT). In total, 1.01 x 102
POT have been delivered. The POT recorded by SK are 8.9 x 10!, which are analyzed to
examine neutrino oscillation. Since the beam property of K2K-Ia is different from that of the
other runs due to smaller horn current, K2K-Ia is separately treated. We use all the runs for
the comparison of the number of events between ND and SK. On the other hand, we do not
employ K2K-Ia for the comparison of the neutrino energy spectra but K2K-Ib and K2K-II.

3Global Positioning System.
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Table 2.1: History of K2K.

1995 Proposal was approved at KEK.

1996 Civil construction started.

1999 Jun. Data taking with the horn current of 200kA. (K2K-Ia)
1999 Nov.— 2001 Jul. Data taking with the horn current of 250kA. (K2K-Ib)
2001 Nov. SK accident. Removal of LG.

2003 Jan.— 2003 Jun. Data taking with a half PMT density of SK. (K2K-IIa)
2003 Jul.— 2003 Sep. Construction of SciBar.
2003 Oct.— 2004 Feb. Data taking with SciBar (K2K-IIb)
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Figure 2.4: The number of protons delivered to the target. The upper figure shows the accumu-
lated number since the beginning of the experiment. The name of each period, horn current, and
changes of the detector configuration are also illustrated. The lower figure shows the number of
protons per spill.
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Chapter 3

Experimental Setup

The setup of the K2K experiment is composed of accelerator, neutrino beamline, near detectors,
and a far detector (Super-Kamiokande). In this chapter, we describe each component and the
basic performance.

3.1 Primary proton accelerator

The primary proton beam is provided by the 12 GeV proton synchrotron (KEK-PS)[18] at
KEK. The specifications of KEK-PS are summarized in Table 3.1. Protons are accelerated by
750 keV Cockcroft-Walton accelerator, 40 MeV drift-tube LINAC, 500 MeV booster synchrotron,
and 12 GeV synchrotron (main-ring). Approximately 7 x 10'? protons are accelerated in every
repetition cycle of 2.2 seconds. Protons with 12 GeV kinetic energy are extracted in one turn, and
transported to the primary proton beamline. This extraction method is called “fast extraction”,
and each pulse of the extracted proton beam is called “spill”. The harmonic number of the
main-ring is nine, and hence the extracted beam has nine-bunch time structure. The bunch
spacing is 125 nsec, and the duration of the spill is 1.1 usec.

3.2 Beamline

3.2.1 Primary proton beamline

Figure 3.1 is a schematic view of the beamline. The proton beam is extracted toward the north,
and it is bent by about 90 degrees toward Super-Kamiokande in the arc section. The beam is
finally focused on the production target. Due to the sphericity of the Earth, the beam is bent
downward by 1.075 degrees.

Intensity monitors and profile monitors are ubiquitously installed in the beamline. Current
transformers (CT) are used to monitor the beam intensity. CT is a toroidal coil which picks up
the induced current from the beam. Figure 3.2 shows a schematic view of CT, and Figure 3.3
shows an oscilloscope image of a typical signal from CT, in which a clear nine-bunch structure
is seen. CT is read by a charge-sensitive ADC with spill-by-spill basis. The transportation
efficiency of the proton beam is monitored by using the beam intensity of each CT. The CT
just before the target (“TGT-CT” in Figure 3.1) measures the number of delivered protons on
the target (POT). Since the neutrino beam flux is proportional to POT, we often use POT as
a normalization factor for the neutrino event rate!.

The proton beam profile is measured by a segmented plate ionization chamber (SPIC)[19].
Figure 3.4 shows a schematic view and a typical profile of SPIC. SPIC consists of three copper

!Figure 2.4 shows the number of protons measured by TGT-CT.
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Table 3.1: Specifications of KEK 12 GeV proton synchrotron (fast extraction).

Kinetic energy 12 GeV

# protons in main-ring 7% 10'? protons/spill
# bunches 9

Bunch separation 125 nsec

Spill duration 1.1 usec

Repetition cycle 2.2 sec

C:CT

Near Detectors beam intensity

S:SPIC

Beam dump Tar ,
get & beamn profile
& MUMON HORN magnets
TGT-CT

TGT-SPIC I V39-SPIC

Profile monitor ‘

2nd-HORN

Figure 3.1: Schematic view of the beamline. The characters “C” and “S” indicate the locations
of the CTs and the SPICs, respectively. A zoomed view of the target station is also shown.
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Figure 3.2: Schematic view of CT.
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Figure 3.3: Oscilloscope image of CT. Horizontal axis is 200 nsec/div. The nine-bunch structure
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Figure 3.4: Schematic view and typical profile of SPIC. The profile is taken by the SPIC just
before the target.

sheets. The central one is for the cathode plane, and the outer ones are for horizontal and
vertical readout anode planes which are composed of narrow strips. The SPIC just before the
target is segmented every 1.27 mm, and the other ones are divided every 5 mm. The gaps
between the electrodes are filled with helium gas. The signal from each strip is recorded by a
charge-sensitive ADC.

3.2.2 Production target and magnetic horns

Figure 3.5 shows a schematic view of the production target and the two magnetic horns[20].
Positive pions produced in the target are focused by the horns, and negative ones are defocused.
To maximize the focusing effect, the aluminum target rod (66cm-long) is installed inside the
first horn, and it also performs as the inner conductor of the horn current. The diameter of the
target was 20 mm in June 1999, and it is 30 mm since November 1999. The horns are driven
by a pulsed current, whose peak was 200 kA in June 1999, and is 250 kA since November 1999.
The maximum magnetic field of 3.3 T is achieved on the surface of the target, when the horn
current is 250 kA. The horn current is monitored by CTs installed in the power lines.

Figure 3.6 shows the comparison of neutrino fluxes with and without the horn current using
a Monte Carlo simulation. In case of 250 kA operation, the neutrino flux above 0.5 GeV is 22
times as large as that without the horn current.

16



2nd Magnetic Horn

1st Magnetic Horn

12 GeV
Protong

~ff—
I=250kA (2 msec)
Production Target

~f—
I=250 kA (2 msec)

10.5m (( 1
e S R
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Figure 3.6: The neutrino flux with (solid line) and without (hatched ares) horn current. This is
estimated by a Monte Carlo simulation.

3.2.3 Decay tunnel

The positive pions focused by the horns enter a 200m-long decay volume as shown in Figure
3.7. The pions decay to muon neutrinos and positive muons in this volume. The decay volume
is a cylindrical pipe with three sections: 1.5m-diameter 10m-long, 2.0m-diameter 90m-long, and
3.0m-diameter 100m-long cylinders. The decay volume is filled with 1 atm. helium gas to reduce
hadronic interactions. At the end of the decay volume, there is a beam dump composed of 3.5m-
thick iron and 2.0m-thick concrete. The beam dump stops all the particles except for neutrinos
and high energy muons.

3.2.4 Muon monitor

A muon monitor (MUMON)[21] is installed behind the beam dump. The purpose of MUMON
is to measure the beam direction and the muon yield spill-by-spill basis. Figure 3.8 shows a
schematic view of MUMON. MUMON consists of an ionization chamber (ICH) and a silicon pad
detector array (SPD). Muons with the momentum above 5.5 GeV/c are observed by MUMON.
These muons are finally absorbed by downstream soil.

ICH is a segmented ionization chamber like SPIC. The dimensions are 190 cm (horizontal)
x 175 cm (vertical). The anodes of ICH are segmented into S5cm-pitch strips. The number of
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Figure 3.7: Schematic view of the decay tunnel.

readout strips is 36 channels in the horizontal direction and 32 channels in the vertical direction.
Because of the difficulty to make a large chamber, ICH consists of six modules with the size of
60 x 90 cm?. The corresponding strip lines of adjacent modules are electrically connected to
make a long strip. All the modules are inserted into a gas vessel filled with argon gas. A signal
of each strip is read by a charge-sensitive ADC. The upper two histograms of Figure 3.9 show
a typical profile of ICH. Some insensitive areas in the profile are due to the gaps between the
modules.

SPD cousists of two types of silicon pad detectors: small-type and large-type. The small-type
detector has a sensitive area of 1.0 x 2.0 cm?, and 17 pads are arranged along the horizontal and
the vertical axes with 35cm-pitch. The large-type detector has a sensitive area of 3.4 x 3.05 cm?,
and 9 pads are arranged diagonally with 74.2 cm interval. The signal from each pad is read
by a charge-sensitive ADC. The lower two plots of Figure 3.9 show a typical profile of SPD
(small-type).

ICH data is used for the beam direction measurement, because ICH observes finer profile
than SPD. SPD data is employed to monitor the muon yield, because the output of SPD is
more stable than ICH. Thus, ICH and SPD are complementary to each other.

3.2.5 Pion monitor

In order to obtain the neutrino energy spectra at near and far sites and the spectrum ratio
between them, the property of the secondary pions was measured in some special short runs,
by using a gas Cherenkov imaging detector (PIMON). Since the decay kinematics of a pion
is well-known, we can predict the neutrino energy spectra at both near and far sites from the
momentum and the direction of each pion, and we obtain the spectrum ratio between near and
far sites. Therefore, we measured the (p;,0;) two-dimensional distribution just after the horns
using a pion monitor (PIMON)[21], where p, is a pion momentum and 6, is a pion angle with
respect to the beam axis. Since there are some pion production models which are significantly
different from each other (Section 5.1.2), it is another purpose of PIMON to choose the best
model among them.

Since the target diameter and the horn current is different between the K2K-Ta (June 1999)
and the other runs (since November 1999), PIMON data were taken twice in June 1999 (horn
current 200 kA) and November 1999 (250 kA).

Figure 3.10 shows a schematic drawing of PIMON. Cherenkov photons emitted from pions
are reflected and focused by a fan-shaped spherical mirror. These photons are detected by a
PMT array at the focal plane of the mirror. Detector components are put into a gas vessel filled
with freon gas R-318 (C4Fg). Since the fan-shaped mirror focuses the Cherenkov photons from
only a small region of the azimuthal angle of pions, Cherenkov rings are aligned along a line, as
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Figure 3.10: Schematic drawing of PIMON.

shown in Figure 3.11. Therefore, pion kinematics are obtained from one-dimensional readout.
Pion angle 0 is reproduced from the position of the ring image.

The refractive index is adjustable by varying the pressure. PIMON data were taken with sev-
eral different pressure conditions. The pion momentum distribution is extracted from Cherenkov
opening angle and the threshold momentum of each condition. To avoid a large background from
the primary 12 GeV proton, the refractive index is set lower than the threshold of 12 GeV proton,
n = 1.00264. Due to this limit, we cannot measure the pion momentum region of p, < 2 GeV/c,
which corresponds to the neutrino energy region of F, < 1GeV.

The PMT array consists of 20 PMTs which are arranged every 3.5 cm. The sensitive re-
gion of the PMT is a 8mm-diameter circle. The array is moved vertically by 40mm for cal-
ibration and for fine data taking. Since the PMT is exposed to a intense Cherenkov light
(~ 10° photons instantly), a special photo-cathode (multi-alkali: Sb-Na-K-Cs) is used and the
gain is set to be small (~ 300 in June 1999, 20-50 in November 1999) to keep the response
linear.

3.2.6 Data acquisition

The data acquisition (DAQ) system of beamline monitors is triggered by an accelerator signal
synchronized with beam spill timing. The data are taken with spill-by-spill basis. Due to the
long beamline, there are four DAQ stations and six front-end computers. The data are sent to a
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host computer via Ethernet and stored to a hard disk drive. In addition to the beam monitors,
GPS time stamp for each beam timing is recorded and stored, to synchronize between a beam
spill and a Super-Kamiokande event. The detail of GPS is described in Section 3.5.

3.3 Near detector complex

Based on the conceptual design of the near detector (ND) described in Section 2.3.5, ND is
constructed as a combination of several neutrino detectors: a 1KT water Cherenkov detector
(IKT), a scintillating fiber tracker with water target (SciFi), a lead glass calorimeter (LG) for
K2K-Ta and K2K-Ib, a fully-active scintillator detector (SciBar) for K2K-IIb, and a muon range
detector (MRD). A schematic view of ND is shown in Figure 3.13. Since the beam center is
about 10 m underground, ND is installed in the large cylindrical hole with the dimensions of
16m-deep and 24m-diameter.

3.3.1 1kt water Cherenkov detector

A 1kt ring-imaging water Cherenkov detector (1KT)[22] is installed at the most upstream of the
near detector hall. Tt is a small version of Super-Kamiokande. Figure 3.14 shows a schematic
view of 1KT. The water tank is a cylinder with the dimensions of 10.8 m in diameter and 10.8
m in height. Approximately 1 kton of pure water are filled in the tank. The inside of the tank
is optically separated into two parts: the inner detector (ID) of the cylindrical volume of 8.6 m
in diameter and 8.6 m in height, and the outer detector (OD) surrounding ID. There are 680
20-inch PMTs facing inward on the surrounding frame of ID. The photo-cathode coverage of ID
is 40%. The thickness of OD is 1 m for the barrel part and 0.6 m for the bottom part. There are
68 8-inch PMTs facing outward on the support frame: 42 of them are attached to the upstream
1/3 of the barrel part and the rest are attached to the bottom. The purpose of OD is to veto
incoming particles induced by neutrinos and to trigger cosmic ray events for calibration. The
water is always circulated and cleaned by a purification system. This system removes dusts,
bacterias, and metallic ions. The attenuation length of the water has been kept stably longer
than 50 m for the whole runs.

The refractive index n of water is 1.33-1.36 depending on the wavelength. The momentum
thresholds of Cherenkov radiation for electron, muon, pion, and proton are 0.58, 120, 159, and
1070 MeV/e¢, respectively. A particle with 8 = 1 emits approximately 340 photons per 1 cm in
the wavelength 300-600 nm, where a 20 inch PMT is sensitive. The opening angle of Cherenkov
radiation is 42 degrees.

Both charge and timing of PMT signals are digitized by a front-end module, called “ATM
(analog timing module)”[23]. One ATM processes 12 PMTs. In addition, ATM generates
an analog sum of PMT signals (PMTSUM) and a rectangular signal whose pulse height is
proportional to the number of hit PMTs (HITSUM). The analog sum of all the PMTSUM
signals from ID is recorded by 500 MHz and 100 MHz flash-ADCs. The flash-ADC data is used
to count the number of events in a spill by counting the number of peaks in the PMTSUM
signal, because ATM cannot separate multiple events within 1.2 psec. Trigger condition is that
the sum of the HITSUM signals from all ATMs is greater than or equal to 40 hits. In 1999, a
signal reflection at the input of ATM was found, and it was a cause of fake events. Therefore,
buffer amplifiers have been attached to ATM for impedance matching since January 2000.

PMT gain and timing are calibrated by some light sources[22]. The uncertainty in the PMT
gain is several % level. The absolute energy scale is checked by cosmic ray muons and neutrino
events. There are three kinds of events for cosmic rays: vertically through-going muons, horizon-
tally through-going muons, and stopping muons within ID. For each category, total Cherenkov
light yield per unit length is compared with the MC simulation. The fractional difference of
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this quantity between data and the MC simulation, (MC-DATA)/DATA, is illustrated in Figure
3.15. For the energy scale calibration using neutrino events, we use the invariant mass of neutral
pions (7°) and the total photo-electrons from outgoing muons. The results are shown in Figure
3.15 together with the cosmic ray results. Thus, all the measurements are within +2.0% -3.0%.
We assign this value to the systematic error of the energy scale.

3.3.2 Scintillating fiber detector

A scintillating fiber tracker with water target tanks (SciFi)[24] is located downstream of 1KT.
Figure 3.16 shows a schematic view of SciFi. SciFi consists of 20 scintillating fiber layers inter-
leaved with 19 aluminum tanks filled with water. The scintillating fiber is made of polystyrene,
and its diameter is 0.7 mm. Each tracking layer is composed of two fiber sheets for vertical and
horizontal readout. The tracking area has the dimensions of 260 x 260 cm?. The water target
tank has a size of 240 x 240 x 6 cm?, and it is comprised of 15 rectangular pipes with 16 x 6 cm?
cross-section and 1.8mm-thick aluminum wall. The weight of the target water is 6 tons in total.

The scintillating fibers are connected to image-intensifier tubes read out by CCD cameras
(IIT-CCD). A hit fiber is seen as a cluster of CCD pixels. The gate width of the IIT-CCD is 100
psec, which is much wider than the beam duration (1.1usec). Therefore, fine timing information
of a track is provided by an associating hit of a trigger/veto counter (TGC).

TGC is a plastic scintillator hodoscope installed upstream and downstream of SciFi. The
upstream hodoscope consists of 20 scintillators with the size of 466 x 20 x 4 cm?®, covering
466 x 400 cm? area. The downstream one is comprised of 40 scintillators with the dimensions of
466 x 10 x 4 cm?, covering the same area. Figure 3.17 shows a schematic view of the scintillator
of TGC. The both ends of each scintillator are viewed by 2 inch PMTs. The timing and charge
from each counter are recorded.

The hit finding efficiency of SciFi is measured by using cosmic rays. Figure 3.18(left) shows
the hit finding efficiency for each IIT-CCD. The efficiency is approximately 95%[25]. The track
finding efficiency is also estimated by using cosmic ray events. Figure 3.18(right) shows the
efficiency as a function of the number of fiber sheets that a particle passes through. More than
90% of tracks are reconstructed if they penetrate more than five layers.

3.3.3 Lead glass calorimeter

A lead glass Cherenkov calorimeter (LG)[26] was located downstream of SciFi until 2001. The
purpose is to distinguish electrons from muons for the measurement of the electron neutrino
contamination in the beam. Figure 3.19 shows a schematic view of LG and the drawing of an
LG cell. LG covers the area of 2.4 (vertical) x 3.0 (horizontal) m?. The dimensions of the cell
are approximately 12 x 12 x 34 cm?. A 3 inch PMT is attached to each cell. LG was once
used in the TOPAZ experiment[27] at TRISTAN, and we reused it. The energy deposit of a
minimum-ionizing particle is estimated to be 280 MeV if the particle goes perpendicularly to an
LG module. LG was removed in fall 2001 to reduce material behind SciFi and to install a new
detector SciBar.

3.3.4 SciBar detector

A fully-active scintillator detector, “SciBar”, was installed at the same place as LG, in summer,
2003. The detail of SciBar is described in Chapter 4.
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3.3.5 Muon range detector

A muon range detector (MRD)[28, 29] is located at the most downstream of the near detector
hall. One of the purposes of MRD is to measure the energy of a muon coming from SciFi or
SciBar. The other functions are to monitor the neutrino beam by measuring the event rate, the
beam profile, and the energy spectrum.

Figure 3.20 shows a schematic view of MRD. MRD consists of 12 iron absorbers sandwiched
with 13 vertical and horizontal drift chamber layers. Each layer covers 7.6 x 7.6 m?. In order
to make the energy resolution of low energy muons better, upstream four iron plates are 10cm-
thick, while the other plates are 20cm-thick. The total thickness of iron is 2 m, corresponding
to the range of 2.8 GeV/c muons. The total weight of iron is 864 tons.

The drift chamber was manufactured for the VENUS experiment[30] at TRISTAN. A cham-
ber module has eight drift tubes of 5 x 7 ¢cm? cross-section and 7.6 m in length, and it is made
of aluminum. In total, 829 modules are used. A tungsten wire of 70um-diameter is located in
the center of the tube. P10 gas, which is the mixture of 90% argon and 10% methane, is filled
in the chamber. The timing of each hit wire is recorded by 6-bit TDC with 20 MHz clock.

The hit efficiency and the track finding efficiency are estimated by using cosmic rays. The
hit efficiency is approximately 97%. Figure 3.21 shows the track finding efficiency as a function
of the number of traversed chamber planes. The efficiency is approximately 65% if a muon
penetrating two planes, 95% for a muon passing three planes, and 97.5% for a muon traversing
more than three planes. The reason for the efficiency loss of a two-plane track is because a lower
limit is imposed on the number of hits along a track candidate in order to remove fake tracks.

3.3.6 Data acquisition

The near detectors are triggered by the beam timing signal from the accelerator. 1KT data
is collected by a Sun workstation with a VME bus. The data from TGC, LG, and MRD are
fetched by a HP-RT VME-CPU board. Similarly, two HP-RT boards are used by SciFi. SciBar
uses seven front-end PCs to take data: six are connected to VME crates, and the other combines
all the SciBar data from them. Finally, a host computer (Sun workstation) collects the data
from these front-end computers via Ethernet, sorts them according to the serial number of each
spill, and stores them in a hard disk drive.

3.4 Far detector

The far detector, Super-Kamiokande (SK)[31], is a ring-imaging water Cherenkov detector,
similar to 1KT. A schematic view of SK is shown in Figure 3.22. SK is a cylindrical tank
filled with 50 ktons of pure water. SK is located at the Kamioka mine in Gifu prefecture, 250
km far from KEK, and about 1000 m under the peak of Mt. Ikenoyama to reduce cosmic rays.
The depth corresponds to 2700 m of water. The flux of cosmic rays is about 10™° of that on
the ground. SK started taking data on April 1 1996 for physics motivations of nucleon decay
search, atmospheric and solar neutrino measurement. The K2K data has been taken since 1999.
There was a severe accident in fall 2001. About 60% of PMTs were broken with a chain reaction
caused by a shock wave from one imploded PMT. After that, SK was rebuilt with a half of PMT
density. We call the period until the accident “SK-I”, and that since the rebuilding “SK-117.
The water tank of SK is a cylinder with the dimensions of 41.4 m in height and 39.3 m in
diameter. The detector is optically separated into two parts: the inner detector (ID) and the
outer detector (OD). ID is completely surrounded by OD. The size of ID is 36.2 m in height
and 33.8 m in diameter, containing 32 ktons of water. In SK-I (SK-II), 11146 (5182) 20-inch
PMTs are mounted on the support frame facing inward. The interval between PMTs is 70 cm.
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For SK-II, PMT is attached every other PMT position. The photo-cathode coverage of SK-I
(SK-II) is 40% (19%). The rest of the ID surface is covered with a black sheet to suppress light
reflection and to separate optically from OD. In SK-II, the PMT is covered by acrylic around
the photo-cathode and by FRP (fiber reinforced plastic) for the other part, as shown in Figure
3.23, to prevent the chain reaction of implosion. The transparency of the acrylic cover in water
is 98% for the wavelength longer than 400 nm and 95% for the wave length of 350 nm.

The thickness of OD is 2.0 m for the side, and 2.2 m for the top and bottom. There are
1885 8-inch PMTs mounted outward on the support frame. The number of OD PMTSs remains
unchanged after rebuilding. The wall of OD is covered with reflective white sheets to maximize
the detection efficiency. Purposes of OD are to veto an event by an incoming particle such as
cosmic rays and to confirm whether a particle is created in ID and stops within ID.

A water purification system is working at SK. The attenuation length of the water has
been kept longer than 80 m at the wavelength of 420 nm. The light scattering parameters,
such as coefficients of Rayleigh scattering, Mie scattering, and absorption, are measured. These
information are implemented to the detector simulator.

The readout electronics records both charge and timing of PMT signals. The signal from
an ID PMT is digitized by ATM, the same module as 1KT. The signal from an OD PMT is
processed by a charge-to-timing converter (QTC), which converts the charge to the width of a
rectangular pulse and preserves the hit timing at the leading edge of the pulse. The QTC output
is digitized by a multi-hit TDC.

The gain and timing of each ID PMT are calibrated by light sources and radio-active
sources[31]. The gain is adjusted by the supplied high voltage value. The relative gain spread is
7% in the standard deviation. The remaining gain differences are corrected by a software. The
calibration of the absolute energy scale is also performed, and it is described in Section 11.2.1.

There are several trigger types in SK. Among them, we use only one type called “HE trigger”,
which is generated by a relatively high energy event. The condition is that the sum of all the
HITSUM signal from ATMs is larger than the pulse height equivalent to 31 (16) hits for SK-I
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Figure 3.23: Photograph of a 20 inch PMT covered by acrylic and FRP.

(SK-II). The trigger rate is 5-10 Hz, mainly fired by cosmic rays.

3.5 Timing synchronization between accelerator and SK

A timing synchronization system of GPS?[32] is used to select K2K events from SK data. The
GPS system of KEK records the beam spill timing, and that of SK records each event timing.
The SK events synchronized with beam spills are used for the analysis. The neutrino beam
is produced every 2.2 seconds with the width of 1.1 usec, corresponding to the duty cycle of
0.5x 10~%. Therefore, the atmospheric neutrino backgrounds (~ 6 events/day) are reduced to
be negligible by the timing synchronization.

Figure 3.24 shows a block diagram of our GPS system. It consists of GPS receivers, a VME
receiver, and a 50 MHz 32 bit local time clock (LTC). The GPS receiver provides a time stamp
every one second, and it is sent to the VME receiver and LTC. The accuracy of the time stamp
is better than 40 nsec in average and 150 nsec at the worst. The VME receiver decodes the
time stamp to universal time coordinate (UTC). LTC receives an event trigger signal for SK or
a beam spill signal for KEK in addition to the time stamp. The UTC data and the LTC count
are read by an online computer.

The time of an event T, is obtained by linear interpolation:

Nev - Nn
Tow =T, + N, N, x 1 [sec], (3.1)
where T}, is the latest UTC time stamp from the GPS receiver, Ne, is the LTC count for the
event, N, is the LTC count corresponding to T},, and N,,_; is the LTC count of the time stamp
one more before.

The stability of the system has been checked for all the experiment periods. Since two
independent GPS receivers are used at KEK, the time difference between them is examined.
The results show the agreement to each other within 100 nsec (HWHM?). In the SK site, the
stability has been continuously monitored by the LTC counts between adjacent UTC time stamps
(N, — Np—1). Almost all data are stable within 200 nsec. If these values are larger than 200

2In general, GPS uses a few tens of satellites which broadcast their precise position and time by radio wave.
A GPS receiver calculates its position and time by using the data from at least four satellites at the same time.
®half width at half maximum
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Figure 3.24: Block diagram of the GPS system.

nsec, the data at that time are not used for analysis. The system status has been also checked
by the status bit of the GPS receiver, and the events with bad status are removed. The fraction
of lost events due to GPS instabilities is approximately 0.1%.
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Chapter 4

SciBar Detector

The SciBar detector is a fully-active tracking detector made of many scintillator bars. SciBar
was newly constructed at the near detector hall in summer 2003. In this chapter, we describe
the design concept, the detail of each component, and the basic performance of SciBar.

4.1 Design concept

The main purpose of the SciBar detector is to measure the neutrino energy spectrum precisely
at the near site by using charged-current quasi-elastic scattering (CC-QE) events. SciBar is
designed to detect CC-QE events more efficiently than the other detectors with less contamina-
tion of non-quasi-elastic scattering (nonQE) events. The signal of CC-QE is that a muon and
a proton appear from a common vertex and that no other particles are produced. In addition,
because of the two-body process, there is a relationship between the kinematics of the muon and
the proton, such as acoplanarity. Therefore, it is important to detect both two particles from
CC-QE interaction in order to identify CC-QE.

Figure 4.1 shows the momentum distributions of muons and protons produced in CC-QE
interaction by using the MC simulation. The muon from a CC-QE interaction are observed easily,
because the range of a muon above 0.3 GeV/c is long enough to be reconstructed as a track. On
the other hand, the proton range is short: for instance, it is 20 g/cm? if the momentum is 0.6
GeV/c. Therefore, the detector segmentation is required to be a few cm level with small amount
of dead material. Since the neutrino interaction cross-section is small, a neutrino detector should
be massive. For those reasons, we designed and constructed a fully-active scintillator detector
named “SciBar”.

A schematic view of SciBar is shown in Figure 4.2. The main part of SciBar is an array of
many plastic scintillator strips. The dimensions of a scintillator strip are 2.5 x 1.3 x 300 cm?.
Approximately 15,000 scintillator strips are arranged vertically and horizontally to construct
3 x 3 x 1.7 m? volume. The scintillation photons are absorbed by a wavelength shifting fiber
inserted into a hole of each strip, and re-emitted the longer wavelength photons, as shown in
Figure 4.3. These photons are transported to a photo-detector, 64-pixel multi-anode photo-
multiplier tube (MA-PMT). Readout electronics record charge information for each strip and
timing information on logical OR of 32 channels. A schematic view of the readout system is
shown in Figure 4.4, and photographs are shown in Figure 4.5. Figure 4.6 shows an event display
of a typical charged-current quasi-elastic scattering (CC-QE) candidate in SciBar.

An electro-magnetic calorimeter (EC) is installed downstream of SciBar. The purpose of EC
is to measure the v, contamination in the beam and 7° yield from neutrino interactions.

Characteristics of SciBar are summarized as follows:

e Almost all of the materials are active, so that all charged particles produced by neutrino
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Figure 4.1: Momentum distributions of muons and protons from CC-QE interaction obtained
by the MC simulation.
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Figure 4.2: Schematic view of SciBar. Extruded scintillator strips are arranged vertically and
horizontally. A WLS fiber is embedded into the hole of each strip. WLS fibers are read by
64-pixel MA-PMT. The coordinate system of SciBar is also shown.
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Figure 4.3: Sketch of a scintillator strip and a WLS fiber. The trajectories of scintillation
photons are also shown.
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Figure 4.4: Schematic view of the readout system.

Wavelength Shifting fibers  Light Injection Module Multi-anode PMT  Frontend Board

Figure 4.5: Photographs of SciBar. There are scintillator strips in the back. The WLS fibers
from the strips are connected to the MA-PMT. The signal from the MA-PMT is processed by
the front-end electronics and sent to the data taking system.
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Figure 4.6: Event display of a typical CC-QE candidate in SciBar. The closed circles in SciBar
show the hit cells, and their area are proportional to the ADC counts. There are two tracks
with different ADC counts. The larger one is a proton candidate track and the other is a muon
candidate track.

interaction are observed.

e Since each bar is thin and narrow (2.5cm x 1.3cm), SciBar detects tracks as short as 8 cm,
corresponding to 0.45 GeV/c for a proton.

e The light output for each cell along a track is proportional to the energy deposit (dE/dx).
Therefore, protons are distinguished from charged pions and muons', because protons give
more energy to the scintillator around 1GeV/c. As shown in Figure 4.6, the ADC counts
are clearly different between the muon track and the proton track.

These advantages enable us to identify CC-QE events effectively. When both a muon and a
proton tracks are reconstructed, we select CC-QE by its kinematic condition. Even if only a
muon track is reconstructed, the fraction of CC-QE is still high owing to the good tracking
performance, because nonQE interactions tend to have additional tracks of pions or protons.
Thus, SciBar is expected to give us a reliable neutrino energy spectrum. It is also useful for
studying neutrino interaction.

In December 2002, only four layers of scintillators (6% of the total) with six PMTs were
installed for engineering study. During the summer shutdown in 2003, SciBar was completely
constructed. We have taken neutrino data with SciBar since October 2003.

In the following sections, we describe each component and basic performance.

4.2 Detector components

4.2.1 Extruded scintillator

The extruded scintillator strips are made of polystyrene, infused with the fluors PPO (1% by
weight) and POPOP (0.03%). The composition is same as the scintillator used by the MINOS

!The particle identification based on dE/dz is not used in this thesis.
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experiment[33]. The wavelength at the emission peak is 420 nm (blue). This compound is
melted and extruded in the shape of rectangular bar with a hole at the center. The drawing
of the strip is shown in Figure 4.7, and basic quantities of the scintillator are summarized in
Table 4.1. The scintillator strip has the dimensions of 2.5 cm wide, 1.3 cm thick, and 300 cm
long. The diameter of the hole is 1.8 mm, sufficient to contain a 1.5mm-diameter WLS fiber. A
thin (0.25mm-thick) white reflective coating, composed of TiOs infused in polystyrene (15% by
weight), surrounds the entire scintillator bar. The coating improves light collection efficiency,
and it acts as an optical isolator. The scintillator, hole, and reflective coating are extruded
together. The extruded scintillator is developed and produced by Fermilab[34].

The scintillator array of SciBar consists of 64 layers along beam axis. Each layer has 116
vertical bars and 116 horizontal bars to measure the two-dimensional position, and, therefore,
14,848 strips are used in total. The whole size of SciBar is 3 x 3 x 1.7 m?, and the weight is 15
tons.

In order to build a large scintillator structure, we glued a vertical and a horizontal planes
together using epoxy resin, Cemedine PM-200, with aluminum frames surrounding it. It forms a
thin (300 x 300 x 2.6 cm?®) module. The module was installed using a crane one by one. During
the installation, 10% of strips were sampled and the dimensions and weight were measured. The
mean value and root-mean-square (RMS) are summarized in Table 4.2.

Since the pixels of the 64-pixel MA-PMT are arranged in 8 x 8, there are 8§ x 14 MA-PMTs
to cover 64 x 112 strips in each projecting plane. The remaining two strips at the edge of each
plane are called “outer detector (OD)”. OD is read by a single-anode PMT, which is connected
to 64 fibers from 2 x 32 strips.

4.2.2 Wave-length shifting fiber

We use wavelength shifting (WLS) fibers to collect the scintillation light. Blue photons produced
in the scintillation process make many reflections by the reflective coating of the scintillator strip.
The blue photons eventually hit a fiber where they are absorbed by the Y-11 fluor (wavelength
shifter) and re-emitted green photons. Basic characteristics of the WLS fiber are summarized
in Table 4.3. As shown in Figure 4.8, the absorption spectrum, centered at the wavelength of
430 nm (blue), has only a little overlap with the emission spectrum, centered at 476 nm (green),
so that self-absorption in the fiber is small. The fibers then act as light guides to transport the
green light to a photo-detector. The WLS fiber provides a very efficient light concentration into
a small area.

We have chosen to use 1.5mm-diameter fibers which fit the pixel size of the photo-detector
(2 x 2 mm?) within the precision of alignment (0.2 mm). The diameter of OD fibers is 1.2 mm,
because the OD fiber is bent much more due to a structural reason. The fibers are double-clad
type to give a maximum trapping fraction for the green light, as shown in Figure 4.9: the inner
core containing the WLS fluor (200 ppm) is polystyrene (refractive index n; = 1.59), a thin
intermediate layer is acrylic (ne = 1.49), and the thin outer cladding is a polyfluor (n3 = 1.42).
The green light whose angle with respect to the fiber axis is less than 26.7 degree is trapped and
transported along the fiber.

The light intensity attenuates exponentially as a function of propagation length. The at-
tenuation length is defined as the path length at which the light intensity becomes 1/e. Before
the installation, the attenuation length of all WLS fibers were measured by using blue LED
light[35]. As a result, the attenuation length distributes around 350 cm. In addition, the atten-
uation length was checked by cosmic rays after the installation.

In order to attach the fibers to the photo-detector (64-pixel MA-PMT), we developed an
alignment fixture called “cookie”[36]. WLS fibers are glued into holes of the cookie by epoxy
resin and the surface of the cookie is polished by a diamond blade. The cookie holes are precisely
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Figure 4.7: The drawing of a scintillator strip. The unit is mm. The left figure shows a 3
dimensional view and the right figure shows a detailed description of the cross-section.

Table 4.1: Basic quantities of the SciBar scintillator.
Scintillator material — polystyrene with PPO (1%) and POPOP (0.03%)
Emission wavelength 420 nm (blue)

Dimensions 2.5 x 1.3 x 300 cm?

Hole diameter 1.8 mm

Reflector material TiOy (15%) infused in polystyrene
Reflector thickness 0.25 mm

Number of strips 14,848
Whole size 3x3x1.7m3
Total weight 15 tons

Table 4.2: The mean value and the RMS for measured dimensions and weight of scintillator
strips. 10% of strips were sampled.

unit mean RMS

width mm 25.01 0.21

thickness mm 12.87 0.26
length mm 3022 10
weight g 9946 8.4

37



Y-11

|
Absorption l
i
|

Peak <30nm
— — —l-.
350 400 450 504 S50 OO 650 TOO
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Figure 4.9: Sketch of Y-11 double-clad WLS fiber.

Table 4.3: Basic characteristics of WLS fiber.

Diameter

Core

Inner clad

Outer clad
Wavelength shifter
Absorption wavelength
Emission wavelength
Attenuation length

1.5 mm (OD 1.2 mm)
polystyrene (n = 1.59)
acrylic (n = 1.49)
polyfluor (n = 1.42)
Y-11 fluor (200 ppm)
430 nm (peak)

476 nm (peak)

350 cm




aligned with the 64 pixels on the MA-PMT. In the meanwhile, MA-PMT is aligned to a cookie
holder with reference to guide marks on the PMT. The cookie has alignment pins, and the
cookie holder has holes tightly fitting the pins. Thus, fibers are aligned to pixels on the PMT
within 0.2 mm precision.

4.2.3 Multi-anode PMT

We use a 64-pixel MA-PMT manufactured by Hamamatsu Photonics for a photo-sensor of
SciBar. The MA-PMT has equal performance to H7546 but only the packaging is modified in
order for the PMT to be fixed to the cookie and the front-end electronics. The drawing of the
MA-PMT is shown in Figure 4.10, and specifications of the MA-PMT is summarized in Table
4.4.

The MA-PMT behaves like 64 miniature single-channel PMTs. The pixel size is 2 x 2 mm?2.
The photo-cathode is made of bialkali. The quantum efficiency for 500 nm (green) photons is
12%. Onuly a few additional and potentially adverse features, like cross-talk and non-uniformity
of pixel response, are introduced by the dense packaging. The cross-talk with a 1.5mm-diameter
fiber is measured to be 4% for adjacent pixels and 1% for othogonally opposite pixels. The
pixel-to-pixel gain uniformity is measured to be 21% in RMS.

Before the installation, we determined the applied high voltage, and measured absolute gain
and response linearity for all the MA-PMTs[36]. The high voltage value was adjusted so that
the average gain was 6 x 10°. With this gain, we checked that the response linearity is kept
within 5% of the ideal case up to the input of 200 photo-electrons.

4.2.4 Gain monitoring

To guarantee the detector stability, the gain of all the PMT channels were monitored during the
detector operation[37]. A schematic view of the gain monitor system is shown in Figure 4.11.
A blue LED is used as a light source, and pulsed blue light is distributed to each fiber bundle
through a clear fiber (lmm-diameter). In order to measure the light intensity of each pulse, the
LED also illuminates a pin photo-diode and a 2 inch PMT which is calibrated by an Am-Nal
stable light source. We assembled a “light injection module” to a WLS fiber bundle. Blue LED
light is injected into the module, and all the fibers are uniformly illuminated. By comparing the
MA-PMT outputs with the pin photo-diode or the 2 inch PMT, we measure the relative gain
drift with 0.1% precision. The performance of the gain correction is discussed in Section 4.3.2.

4.2.5 Readout electronics

To deal with 15,000 readout channels, we use ASICs?, VA and TA developed by IDEAS. The
readout electronics[38] consists of front-end boards (FEB) and controller modules (DAQ board).
The VA/TA chip-set is mounted on the FEB, which is directly connected to the MA-PMT in
the dark room of SciBar. The model numbers of VA and TA are VA32HDRI11 and TA32CG,
respectively. Since the VA/TA chip-set has 32 inputs, a couple of VA/TA’s are assembled on
the FEB. One DAQ board controls eight FEBs, corresponding to 512 channels.

The block diagram of the readout system is shown in Figure 4.12, and Basic quantities of
the system is summarized in Table 4.5. VA amplifies the PMT signals and shapes them into
slowly peaking signals. The peaking time is 1.2 uysec. In the meantime, TA produces a narrow
peak with 80 nsec peaking time and discriminates the signal at the threshold given by the DAQ
board. The output of TA is an OR-ed signal over 32 channels. We set the threshold to 0.7
photo-electron equivalent. If the DAQ board receives the TA signal, it provides a hold signal

2 Application Specified Integrated Circuit.
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Figure 4.10: Drawing of the MA-PMT. In addition to usual H7546, fixing holes and HV cables
are assembled.

Table 4.4: Specifications of the MA-PMT.

Photo-cathode Bialkali
Quantum efficiency 12% for 500 nm photons
Number of pixels 64
Pixel size 2 x 2 mm?
Typical gain 6x10° at ~ 800 V
Response linearity 200 photo-electrons at gain 6 x 10°
Cross talk 4% (adjacent pixel)
Number of MA-PMTs 224
WLS Fiber Scintillator
Light Injection Module ™\
Multi-anode PMT \ P

Clear Fiber

Pin Photo—diode\
Blue LED
\

71‘3 - T WLS fiber
— ~ — N
optical fun—-out Clear fiber

2in. PMT 5

Front View Side Cross—sectional View

Am-Nal Stable Light Source

Figure 4.11: Schematic view of the gain monitor system.
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Figure 4.12: Block diagram of VA/TA readout.

to VA, by which the pulse height proportional to PMT charge is kept for reading. Just after
holding, the DAQ board sends readout pulses and receives the pulse heights from VA one by
one. Finally, the flush ADC on the DAQ board digitizes the VA outputs. If the PMT gain
is 6x 10, the VA output is sufficiently linear up to 300 photo-electrons and the noise level is
measured to be 0.3 photo-electron level.

TA signals are also sent to time-to-digital converters (TDC) and cosmic ray trigger boards.
As for the TDC, the AMT board[39] developed by ATLAS TGC group is used. AMT has
multi-hit capability, 0.78 nsec resolution, and 50 psec full range.

The cosmic ray trigger board is a general purpose logic board powered by an FPGA3. The
trigger board are programmed to generate a signal, when a cosmic ray penetrates almost all
layers[40]. A schematic diagram of the cosmic ray trigger is shown in Figure 4.13. The TA
channels are arranged in 8 x 28 for each projecting plane. The trigger board receives the signals
from every other TA layer, and it makes the OR of each TA layer. If all the eight OR signals
are fired, the cosmic ray trigger is generated.

4.2.6 Electro-magnetic calorimeter

When we study v, — v, oscillation, v, contamination in the beam and 70 production from
neutrino interaction are dominant backgrounds. The detection of electro-magnetic shower is
required to study v, and 7° events. However, the scintillator part of SciBar is only four radiation
lengths along the beam direction, and not enough to measure the energy of an electron and a

3Field Programmable Gate Array.
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Table 4.5: Basic quantities of the SciBar readout system.

Shaping time 1.2 psec (VA), 80 nsec (TA)

Noise 0.3 photo-electron at PMT gain 6 x 10°
Response linearity 300 photo-electrons at PMT gain 6x 103
TA threshold 0.7 photo-electron at PMT gain 6 x 10°

TDC resolution 0.78 nsec
TDC full range 50 psec

I OR of 28 TAs

\% N S
— = =
> >
7] 7]

8 TAas Top View 8TAs Side View

= TA signal is sent to both TDC and CR trig. board
o TA signal is sent to TDC only.

Figure 4.13: Schematic diagram of the cosmic ray trigger.

photon around 1 GeV. Therefore, we installed electro-magnetic calorimeter (EC) downstream of
the scintillator part. EC is an array of “spaghetti modules”[41] which were used at the CHORUS
experiment[42]. Figure 4.14 shows a schematic drawing of EC. EC is made of scintillating fibers
and lead. Scintillating fibers (1mm-diameter) are embedded in the grooves on 1.9mm-thick lead
sheets. The module consists of a pile of 21 layers with 740 scintillating fibers. The pile has the
dimensions of 4.0 x 8.2 x 262 cm?, and it is kept together by a steel box. On both sides, fibers
are arranged in two groups, defining two different readout cells with 4 x 4 ¢cm? cross-section.
Each group is coupled to a 1 inch PMT. EC is composed of a vertical plane (32 modules) and a
horizontal plane (30 modules), providing additional 11X along the beam direction. The energy
resolution of EC is 14%/+/ E.[GeV], where E, is the electron energy.

4.2.7 Data acquisition

The timing diagram of the SciBar data acquisition is shown in Figure 4.15. The neutrino beam
is produced every 2.2 seconds as 1.1 usec duration pulse. The beam trigger is provided by the
accelerator. After the beam trigger, one pedestal and one LED triggers are generated. Until 1.5
seconds after the beam, the cosmic ray trigger is enabled to collect approximately 15 cosmic ray
events per spill. The LED and cosmic ray data are used to monitor the PMT gain and the light
yield.
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Figure 4.14: Schematic drawing of an electron-magnetic calorimeter module.

For the front-end electronics, six VME crates are used in total: four crates for DAQ boards,
one crate for EC, and one crate for control, OD, and the gain monitor. The last one distributes
a serial number to the other crates for the identification of each event. There are seven front end
PCs (Celeron 1 GHz processor): one is an event builder and the others are connected to VME
crates. The data from VME crates are sent to the event builder via Ethernet (100BASE-TX).
The event builder combines all the SciBar data by means of the serial number of an event.
Finally, the SciBar event builder sends the data to the global event builder of the near detector
complex. The data acquisition system of SciBar collects 15 events in one second.

4.3 Basic performance

In the rest of this chapter, we describe basic performances of SciBar. The number of dead
channels, light yield for each cell and its stability, and timing resolution are presented.
4.3.1 Dead channel

The number of dead channels are checked by the gain monitor system. There are only six
channels which did not respond to LED light at all. The percentage of the active channels is
99.96% (= 1 — 6/14,336). Since four of them cluster at one MA-PMT, we investigated the
reason after the K2K-IIb run. As a result, a crack was found at a corner of the photo-cathode
of PMT. The reason for the other dead channels are still unknown.

4.3.2 Light yield

Light yield is measured using cosmic ray data. The analysis procedure is summarized below:

e Fit a track with linear function by a least square method.
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Figure 4.15: Timing diagram of the data acquisition.

e Select a track whose angle with respect to the beam direction is less than 45 degree.

e If there is one and only one hit in a plane, the ADC value is filled to the histogram shown in
Figure 4.16(a). The path length in each cell and the attenuation of the fiber are corrected.

Figure 4.16(b) shows the distribution of the mean light yield for each cell. The average light
yield is 18 photo-electrons for 1.0 ¢cm muon track at 40 cm from the PMT along the fiber. It
corresponds to 9 photo-electrons/MeV. The light yield is as large as expected from test bench
measurements, and sufficient for track finding and particle identification.

The time variation of the light yield is also checked by cosmic ray data. Figure 4.17 shows
the light yield of cosmic ray events as a function of time. Though the light yield showed several
percentage variation due to a minor trouble of the air conditioner from November to December
2003, the light yield is stable within 0.7% level after the PMT gain correction with the monitor
system.

4.3.3 Timing resolution

The timing resolution of SciBar is studied by the time difference between two adjacent TA
channels along a cosmic ray track. After the correction for the propagation in the fiber and the
correlation between timing and charge, the time difference is plotted, as shown in Figure 4.18.
The standard deviation of the plot is 1.8 nsec, which is /2 times the timing resolution if the
two channels have the same resolution. Therefore, the timing resolution of SciBar is 1.3 nsec.
It is sufficient to select the beam timing window and to distinguish the micro-bunch structure
(125 nsec spacing) of the beam spill.
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Figure 4.17: The stability of the light yield using cosmic rays. The upper figure shows the
light yield of a typical channel for cosmic ray events as a function of time. From November
to December in 2003, the MA-PMT gain varied by a few % due to a minor trouble of the air
conditioner. Owing to the gain monitor, the deviation of the gain is corrected. The standard
deviation of the light yield is 0.7% after the gain correction, as shown in the lower figure.
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Chapter 5

Monte Carlo Simulations

Monte Carlo (MC) simulations for the K2K experiment consist of three parts:

e A simulation for the neutrino beam. It gives the neutrino flux of each neutrino type (v,
Ve, Uy, and ) as a function of neutrino energy.

e A simulation for neutrino interaction. It provides final state particles from a neutrino-
nucleus scattering, according to models of neutrino cross-sections and interaction.

e A simulation for detectors. It simulates the passage of particles in a material and the
response from detector components.

They are described one by one in the subsequent sections.

5.1 Neutrino beam simulation

The MC simulation for the neutrino beam (Beam-MC) reproduces the proton beam hitting the
target, the secondary meson production in the target, and the decay of secondary mesons into
neutrinos. We describe each Beam-MC component, and we finally present the neutrino energy
spectra at near and far sites.

5.1.1 Primary proton beam

Primary proton beam with 12 GeV kinetic energy is injected to the target with the measured
beam profile and divergence. The proton beam profile is measured by using two SPICs between
the last magnet and the target, called “V39-SPIC” and “TARGET-SPIC”. The former is located
just after the last magnet, and the latter is located just before the target. Figure 5.1 shows a
schematic view of the target and SPICs. The outputs from these SPICs are fitted with Gaussian,
and the beam profile and divergence at the target are extrapolated. The standard deviation of
the horizontal beam spread is 1 mm (3.4 mm), and that of the vertical spread is 6 mm (7.2 mm)
in June 1999 (since November 1999).

5.1.2 Secondary pion production

Various pion production data are available in the 12 GeV proton beam. Following three kinds
of pion production models are compared in our study.

GCALOR/FLUKA Model [43, 44, 45]
The package of hadron simulation provided in a GEANT[46] simulation.
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Figure 5.1: Schematic view of the target and SPICs for the beam profile measurement.

Fit to Measurements (I), Sanford-Wang [47]
The experimental parametrization using compilation of three measurements: Lundy et
al. (13.4 GeV/c) [48], Dekkers et al. (11.8, 18.8, and 23.1 GeV/c)[49], and Baker et al.
(10.9, 20.9, and 30.9 GeV/c)[50]. This compilation agrees well with a measurement by
Yamamoto[51].

Fit to Measurements (II), Cho-ANL and Cho-CERN [52, 53]
Other results of the compilations to fit several measurements to the Sanford-Wang formula.
The measurements done by Marmer et al. (12.3 GeV/c)[54], Cho et al. (12.4 GeV/c)[52],
Asbury et al. (12.5 GeV/c)[55], and Allaby et al. (19.2 GeV/c)[56] are used in the Cho-ANL
compilation[52]. There is another result of compilation called Cho-CERNI53], which uses
the data set of mainly from Cho et al. (12.4 GeV/c). These two compilations give almost
the same differential cross-sections.

These results are inconsistent with each other, which results in a large ambiguity in the MC
simulation.

The Sanford-Wang formula is an empirical formula, which gives the differential yield of the
secondary particles:

d?*n
dQdp

Cy
= Cp©? (1 __P 1) exp (— 0325 — Cs0(p — Crpp cos™® 9)) , (5.1)

PB — Pp

where d?n/dQdp is the differential particle yield per interacting proton,  is the angle of the
secondary particle with respect to the beam axis in the laboratory frame, p and pp are the mo-
menta of the secondary particle and the incident proton, respectively, and C;’s are the constants
determined by fitting. The fit results of the positive pion production for Sanford-Wang, Cho-
ANL, and Cho-CERN compilations are summarized in Table 5.1. Figure 5.2 is the comparison
of the experimental measurements with the fitted curves of Cho-CERN.

In the case of the GCALOR/FLUKA model, GEANT simulates everything using the model
automatically. In the other models, the hadron production is reproduced by Equation (5.1) only
when a proton more than 10 GeV interacts with aluminum, and lower energy interactions are
simulated by the GCALOR model. For kaon production, the parameter set described in [47] is
employed.

The PIMON measurements, described in Chapter 10, favor the Cho-CERN model. There-
fore, we select the Cho-CERN model as the standard pion production model. However, the
other models are also consistent with the PIMON measurements within their errors. They are
used for systematic error estimation.
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Table 5.1: Fitted parameters of Sanford-Wang formula for the positive pions in Sanford-Wang,
Cho-ANL, and Cho-CERN compilations.

C Co C3 (Cy Cs Cq C; Cy

Sanford-Wang | 1.09 0.65 4.05 1.63 1.66 5.03 0.17 82.7

Cho-ANL 0.96 1.08 215 231 198 5.73 0.13 24.1

Cho-CERN 1.05 1.01 2.26 245 212 5.66 0.14 27.3

dzc/dQHdP (mbJsr/(GeVIc))
o

10 |-

F-o Cho etaal: (1971)': 12.4GeV/c 042dey” * * * * * " - IR N NG
= Marmer et al. (1969,1971) : 12.3GeV¥/c 0,10deg - N

[ 7
P (GeV/c)
Figure 5.2: Differential cross-section of positive pion production in past experiments and fitted

curves of the Cho-CERN model. Data points are shown by symbols with error bars, and the
fitted curves are shown by solid lines.
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5.1.3 Particle tracking through the horn magnets and the decay volume

Survived primary protons and generated secondary particles are traced though the two horn
magnets and the decay volume until their decays or absorption in a material, by using GEANT
with the GCALOR hadron simulator. The focusing effect of the magnetic field is also simulated.
The decay channels and kinematics of pions, kaons, and muons are computed by our original
codes.

5.1.4 Neutrino energy spectrum

Figure 5.3 shows the neutrino energy spectra at the near site and Super-Kamiokande for each
horn current. Due to the finite volume of the decay tunnel, the energy spectra are different
between near and far sites. Figure 5.4 shows the energy spectrum for each neutrino type.
The fraction of v, ve, v,, and v, are 97.9%, 0.9%, 1.2%, and 0.02%, respectively, at Super-
Kamiokande.

5.2 Neutrino interaction simulation

The Monte Carlo simulation of neutrino interactions[57], called “NEUT?”, is described in this
section. NEUT generates the final state particles from neutrino-nucleus interaction. NEUT is
originally developed by the atmospheric neutrino experiment in SK[58]. The target materials
are HoO for water Cherenkov detectors and SciFi, and (CH),, for SciBar.

Neutrino interaction channels are summarized as follows:

e CC quasi-elastic scattering v+ N =1 +N' (~27%)
e NC elastic scattering v+ N —=>v+ N (~ 13%)
e CC resonance production v+ N — [~ + N+ meson (~ 28%)
e NC resonance production v+ N — v+ N' + meson (~ 10%)
e CC multi-pion production v+ N — [~ + N’ + hadrons (~ 14%)
e NC multi-pion production v+ N — v+ N' + hadrons (~ 4%)
e CC coherent-pion production v+ 10 (12C) —» 1~ 4+ %0 (12C) + 7+  (~2%)

e NC coherent-pion production v+ 60 (12C) — v + 160 (12C) + #° (~ 1%)

where N and N’ are nucleons and [~ is a charged lepton. The fraction of each mode is also
shown in the parentheses. Figure 5.5 shows the cross-section of each interaction mode with
water, obtained by NEUT. The model of each interaction mode is described in the following
section.

5.2.1 CC quasi-elastic scattering and NC elastic scattering

The charged-current quasi-elastic (CC-QE) and neutral-current elastic (NC-el) interactions are
two-body scattering on a nucleon. Their simulations are based on Llewellyn Smith’s formula[59].
The amplitude is described as a product of hadronic and leptonic weak currents:

T = % (k27" (1 — 4 Yulky) (N (p2) T2 N (py)), (5.2)

where G is the Fermi coupling constant, p; (p2) is the initial (final) nucleon four-momentum,
and k; (ko) is the initial (final) lepton four-momentum. The hadronic current, (N'|J"#d|N), can
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Figure 5.4: Neutrino energy spectrum for each neutrino type with 250 kA horn setting. Black,
green, red, and blue lines show v, ve, ¥, and ©,, respectively.
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Figure 5.5: The cross-section of each neutrino interaction channel with water as a function of
incident neutrino energy. This plot is calculated by NEUT. The CC resonance production and
CC coherent pion production modes are assorted into “CC single-meson”.

be expressed as a function of four-momentum transfer, Q%> = —¢> = —(p; — p2)*
io y v F2 2
(V141) = cos 0, u(V) [ Q) + “PAEED s @) i), (53)

where 6, is the Cabbibo angle, and my is the nucleon mass. The vector form factors, F‘l/ and
F‘Q,, are represented as follows:

_ Q2 -1 Q2
@) = (1+352)  |eh@)+ 2rene)]. (5.4
2 -1
rp@) = (1450 ) [EH@) - GE@ ). (55)
GHQN = ———. @)= — (5.6)
(1+%) (1+ %)

where £ = p, — p, = 3.71 is the difference of anomalous magnetic dipole moments between a
proton and a neutron, and the vector mass in the dipole parametrization, My , is set to be 0.84
GeV/c. The axial form factor, Fy, is given by

—1.23
2 20
(1+3%)
where M, is the axial vector mass. Past electron-nucleon and neutrino-nucleon scattering ex-
periments give that My for (quasi-)elastic scattering is 1.0-1.1 GeV/¢[60]. Since our previous

analysis[9, 22] favors M4 = 1.11 GeV/c, we employ this value in our simulation.
Finally, the differential cross-section is expressed by

Fa(Q%) = (5.7)

do m%\,G% cos? 6,

@) 7@ oyt (5.8)
dQ? 8TE? 2 A '

my my
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where E, is the incident neutrino energy, (s — u) = 4myE, — Q° — m?, my is the lepton mass,

and;
2 2 2 2 2 2
a@) =D (1 LY inp - (1= L) imvp+ Zoerpp (1- 12 )

dm?y, X 2 2 2,
4Q2F1£F2 m2
+—— Y L (|F + R+ |FaP) | (5.9)
my my
QZ
B(Q%) = ——5Fa (Fy +¢FY) (5.10)
my
1 Q* |¢FE[
2 —— F 2 Fl 2 174 ] 11
@) 4<| AP IR + 5 |55 (511)

The sign of B(Q?) in Equation (5.8) is — for neutrinos and + for anti-neutrinos.

Figure 5.6 shows the quasi-elastic cross section as a function of £, with M4 = 0.91,1.01,1.11
GeV/c?. They are consistent with various bubble chamber measurements around 1 GeV[61, 62,
63, 64].

The cross-section of the NC elastic scattering is derived from following relations[65]:

o(vp = vp) = 0.153 X o(vn — e p), (5.12)
o(vn = vn) = 1.5 x o(vp — vp). (5.13)

The Fermi motion and the Pauli blocking effect are considered for the target nucleons bound
in 160 or '2C. The Fermi gas model is adopted to reproduce the Pauli blocking effect. The final
nucleon momentum is required to be larger than the Fermi surface momentum (225 MeV/c in
160 and 217 MeV/c in '2C). The Fermi surface momentum is estimated from an electron-'2C
scattering experiment[66]. The cross-section depends on the target nucleus because of the Pauli
blocking effect, and the difference of the cross-section between °0O and '2C is less than 1.5% in
the neutrino energy region of £, > 0.5 GeV.

5.2.2 Resonance production channel

The resonance production interaction produces one lepton and one pion intermediating a baryon
resonance state N*:
v+ N —=I"+N*

5.14
N*— N +7 (n,K), (5.14)

which is the dominant process if the invariant mass of the hadron system is less than 2 GeV/c?.
The simulation of this mode is based on the Rein-Sehgal model[67].
The differential cross-section of the resonance production with the mass M is written by
d’o B 1
dQ%dE,  32mmyE?

. % S TWN = INY)P - 5(W? - M), (5.15)

spins

where W is the invariant mass of the hadron system, and the width of the resonance decay is
neglected. The amplitude of the resonance production, T(vN — [N*), is calculated according
to the FKR (Feynman-Kislinger-Ravndal) baryon model[68]. This model includes vector and
axial-vector form factors using dipole parametrization with the same My and M4 values as
CC-QE. The differential cross-section for the resonance with a finite decay width, I, is derived
by replacing the d-function in Equation (5.15) with a Breit-Wigner formula:

1 r
2 2 o
W= M) = e W =M

(5.16)
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Figure 5.6: Cross-section of CC-QE interaction on a free neutron in NEUT, together with
the results of measurements by bubble chamber experiments. Horizontal axis is the incident
neutrino energy. Solid, dashed, and dotted lines show the calculations of the cross-section in
NEUT with M4 = 1.01, 1.11, and 0.91 GeV/c, respectively. Data points are from ANL[61],
BNL[62], GGM[63], and Serpukhov[64].

In NEUT, A(1232) and other 17 resonance states with W < 2.0 GeV/c? are considered. Figure
5.7 shows our calculation of the cross-section for each final state with M4 = 1.01 GeV/c? and
experimental data[69, 70, 71]. In case of our choice, M4 = 1.11 GeV/c?, and the cross-section
is approximately 10% higher than that with M4 = 1.01 GeV/c?. The cross-section is consistent
with past experiments, no matter which M4 value we employ.

The decay kinematics of A(1232) is calculated by the Rein-Sehgal method. For the other
resonance states, the meson direction is assumed to be isotropic in the rest frame of the resonance
state.

5.2.3 Coherent pion production

The coherent pion production is the neutrino interaction with a whole nucleus instead of an
individual nucleon, and it does not change the charge or the isospin of the nucleus. This
reaction produces one pion with the same charge as the intermediating weak boson. The angular
distribution of the recoil lepton is sharply peaked in the forward direction, and the nucleus does
not break up due to the small momentum transfer.

The calculation of the cross-section and the kinematics is based on the Rein-Sehgal model[72]
whose cross-section is modified to produce the model by J. Marteau et al.[73]. The differential
cross-section of the Rein-Sehgal model is expressed by

d30 _ G%mNE,,

do(mrN — wN)
AQ%dydi ~  2n°

dq?

fRA*(1—y)-

1 2
- . (W) e " Faps, (5.17)
q =

where f, is the pion decay constant of 0.93m,, A is the atomic number, b = (RgA'/?)?/3 is of
the order of the transverse dimension of the nucleus taken to be 80 GeV 2 for oxygen, and t
is the square of the four-momentum transfer to the nucleus. Fjpg is a factor coming from the
pion absorption in the nucleus. Figure 5.8 shows the comparison of the cross-sections between
the Rein-Sehgal model and its modification by Marteau et al. The cross-section of the former is
slightly higher around 1 GeV.
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5.2.4 Deep inelastic interactions

The differential cross-section of CC deep inelastic scattering is calculated by integrating the
following equation in the range of the invariant mass of the hadronic system, W > 1.3 GeV/c?
[74]:

d’c  GZmyE, 1, 1
= N —y+ 22+ C)F 1— —y+ Cy)[zF 5.18
dady - (1 =y + 5y + C)Fo(a) +y(1 = Sy + Co)[zF3(x)] (5.18)
C, = ml2(y_2) mnxy ml2
""" AmyE,x 2B, A4E?
2
m
Cop=——->"1—
2 4mNE,,x

where z = Q?/(2my (E, — E;) + m%) and y = (E, — E;)/E, are the Bjorken scaling parameters,
and Ej is the energy of the final state lepton. The nucleon structure functions, F5 and zFjs, are
given by GRV94[75] which is modified by Bodek and Yang[76]. The Bodek-Yang modification
effectively changes the cross-section by a Q?-dependent factor:

d’o . Q? d’o
drdy ~ Q% +0.188 dzdy’

It reduces the cross-section in low Q2 region, which is favored by our previous analysis[9, 22].
The kinematics of the hadronic system is simulated by two methods according to the invariant
mass, W. Only pions are considered in the region of 1.3 < W < 2.0 GeV/c?. The mean

multiplicity of pions is estimated from the result of Fermilab 15-foot hydrogen bubble chamber
experiment[77]:

(5.19)

(nz) =0.09 +1.83In W2, (5.20)

The number of pions for each event is determined using KNO(Koba-Nielsen-Olesen) scaling|[78].
Since the range of W overlaps with that in the resonance production mode, n, > 2 is required in
this W region. The forward-backward asymmetry of pion multiplicity is also taken into account
to be [79]:

(nfy  0.3540.411ln W?

(nBY  0.50 +0.09In W2’

In the region of W > 2.0 GeV/c?, the kinematics of the hadronic system is calculated by
JETSET/PYTHIA package[80].
For the NC deep inelastic scattering, the ratio of NC to CC is assumed to be

(5.21)

Z(CC) =1¢0.26+0.04(E,/3-1) (3<E, <6 GeV), (5.22)
0.30 (E, > 6 GeV)

which is based on the experimental results[81].

5.2.5 Nuclear effects

Hadrons produced in an 'O or '>C nucleus often interact with nuclear medium inside the
nucleus, called “nuclear effect”. The nuclear effects of pions, nucleons, and A resonances are
considered in NEUT. The neutrino interaction position in a nucleus is calculated using the
Wood-Saxon type density distribution:

p(r) = %po{l—i-exp (T;C>}l, (5.23)

where we choose p = 0.48m3, a = 0.41 fm, and ¢ = 2.69 fm.
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Pion

The nuclear effects for pions are classified into inelastic scattering, charge exchange, and ab-
sorption. The cross-section is calculated by the model of L. L. Salcedo et al.[82]. The Fermi
motion and the Pauli blocking effect of nucleons are taken into account in the similar way as the
CC-QE interaction. Figure 5.9 shows the calculated m7-160 interaction cross-section together
with experimental data from C. H. Q. Ingram et al.[83], which agree well with each other. Since
uncertainties in the past measurements are approximately 30%, we use this value as a systematic
error on the nuclear effect for pions.

Nucleon

The nucleon-nucleon elastic scattering cross-section implemented in NEUT is based on the mea-
surement by H. W. Bertini[84], which is used by GCALOR. The pion production interaction is
also taken into account, according to the isobar production model of S. J. Lindenbaum et al.[85].
The effect of these models are compared with a past experiment by K. V. Alanakian et al.[86],
which measured the yield of scattered protons in electron scattering on a '2C target:

e+12C e +p+X, (5.24)

where the electron beam energy is 1.94 GeV, and the scattering angle of the electron is required
to be 15 2 degrees. The proton yield was measured at the scattering angles of 66 + 8 degrees
and 120 + 8 degrees: the former corresponds to protons from pure QE process without nucleon-
nucleon scattering, and the latter corresponds to those with scattering. This experiment is
reproduced with NEUT by replacing the incident electron with an electron neutrino. Figure
5.10 shows the scattering angle of the proton using NEUT. We find that NEUT generates
scattered protons 10% larger than the measurement. Therefore, we rescale the nuclear effect for
nucleons by multiplying 0.9 to the cross-section, and we assign the error of 0.1 to this factor.

A resonance

The absorption of a A resonance[87] is taken into account. Approximately 20% of the A reso-
nances are lost by this effect.

5.3 Detector simulation

Particles generated by NEUT are processed by a detector simulator (DetSim). We use GEANT-
3.2.1 package[46] for DetSim. The materials of each detector component are implemented in the
code. DetSim reproduces the passage of a particle through a matter, and simulates the detector
response.

5.3.1 Fine-grained detector

The scintillation light of SciBar is generated assuming a linear relation to the energy deposit
in a scintillator strip. The light yield obtained in Section 4.3.2 is employed in the simulator.
The attenuation of a WLS fiber is also implemented using the attenuation length obtained by
a laboratory measurement[35]. For the time response of SciBar, the light velocity in the fiber is
taken into account.

In the simulation of SciFi, the light yield of the scintillating fibers and the response of
IIT-CCD pixels are reproduced according to the calibration data using cosmic ray muons, a
radioactive source (’Sr), and LED light[25].
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Figure 5.10: Scattering angle of the proton from a v, CC-QE interaction in NEUT. The incident
neutrino energy is the same as the Alanakian’s measurement[86]. The solid line shows the proton
angle without the nuclear effect, and the dashed line shows that with the nuclear effect.

The responses of the light yield in TGC and LG are tuned to reproduce the cosmic ray
muon data and the beam test results[26]. For MRD, the hit timing information is properly
simulated including the drift time of ions[29]. The hit efficiency of 97.5% and the noise hits are
also implemented.

5.3.2 Water cherenkov detectors

Cherenkov photons are generated along the trajectory of a charged particle. In the propagation
of the Cherenkov photons in the water, Rayleigh scattering, Mie scattering, and absorption are
considered[11]. The light attenuation coefficients used in the simulator are tuned to reproduce
the measurements using a laser system and cosmic ray muons. The light reflection and absorption
on the surface of detector materials are simulated, including the acrylic cover of a 20 inch PMT
in SK-II.

The PMT response is reproduced by using the measured quantum efficiency and gain. The
properties of the electronics system, such as the time width of ADC gate and the signal threshold,
are also taken into account.
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Chapter 6

Analysis of SciBar Detector

We describe the analysis of neutrino events in SciBar. Since we use charged-current interaction
to measure the neutrino energy spectrum at the near site, we select muon events from SciBar
data. There are two steps in this analysis. First, particle tracks are reconstructed by a track
finding algorithm. A muon track is subsequently selected from reconstructed tracks. In addition,
we estimate the track finding efficiency before and after the CC event selection.

6.1 Track finding

The track finding procedure of SciBar is summarized as follows.

1. The hit preparation routine corrects the cross-talk effect, and selects the hits larger than
two photo-electrons to remove noise hits.

2. A cellular automaton tracking algorithm looks for two-dimensional (2D) tracks in each
projecting plane. Each of them is fitted to a straight line by a least square method.

3. A couple of 2D tracks are combined into a three-dimensional track, if they are sufficiently
overlapping along the beam direction and they have similar timing.

The hit preparation routine is described in Section 6.1.1, and the detail of the track finding
algorithm is described in Appendix A. We evaluate the track finding efficiency in Section 6.1.2
and 6.1.3.

6.1.1 Hit preparation

To reduce fake hits due to the cross-talk of MA-PMT, we apply a cross-talk correction. Since
the MA-PMT has 64 channels, the cross-talk is expressed by a linear transformation of a 64 x
64 matrix. Therefore, the cross-talk is corrected by its inverse transformation. The matrix
represents 4% cross-talk to adjacent pixels and 1% to diagonally opposite pixels, based on the
measurement in a laboratory[36].

After the cross-talk correction, we select the hits 30 higher than the pedestal, where o is
the standard deviation of the pedestal distribution. This threshold corresponds to 0.5 photo-
electron. In addition, a hit is required to be larger than 2.0 photo-electrons. Figure 6.1 shows
the distributions of the number of photo-electrons after the 30 cut. All hits in the neutrino
beam data are used in this figure.
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Figure 6.1: The number of photo-electrons for each SciBar hit. The open circle shows data and
the solid line shows the MC simulation. The MC distribution is normalized by the entries from
2 to 25 photo-electrons. A hit is required to be larger than 2.0 photo-electrons.

6.1.2 Tracking efficiency in MC simulation

We evaluate the track finding efficiency for neutrino events using a MC simulation. Counting
the common hits between a MC true track and a reconstructed 3D track, we figure out whether
the particle is reconstructed or not. The fraction of common hits is defined as the number of
common hits between a MC true track and a reconstructed track devided by the the number
of hits in the MC true track. If more than one reconstructed tracks have common hits with
a MC true track, the reconostructed track with the maximum fraction is selected. Figure 6.2
shows the fraction of common hits, for example, for the muon passing more than 10 layers in
each event. We set the threshold to 0.7 to judge whether the MC track is reconstructed. Here,
we define the track finding efficiency as the percentage of the tracks above the threshold. In
this case, the track finding efficiency is 89.3%. Figure 6.3 shows the track finding efficiency as
a function of the number of layers for muons, protons and charged pions. Since most of the
charged particles are generated from a common vertex, the track finding efficiency of a short
track is small because of overlapping of tracks.

6.1.3 Tracking efficiency in real data

To check the tracking efficiency in real data, we use the neutrino event in SciFi. A schematic
event display is shown in Figure 6.4. The event selection criteria are given by:

e Select the track that starts from the upstream half of SciFi, to avoid the misfitting of the
SciFi track finder.

e The track goes out from the last layer of SciFi.
e The extrapolation of the track is matched to the hit of the trigger counter.

e The extrapolation of the track is matched to the hits on both the first layer and the fifth
layer of SciBar.

Here, the matching condition of SciFi track to both trigger counter and SciBar hits is that
the position difference is less than 50 ¢m for each projection. From these criteria, we select a
simple isolated track in SciBar. We define the number of these events as Nsp_,sg. From this
event sample, we look for the SciBar track which is matched to the SciFi track. The number
of events with matched SciBar tracks is defined as Ngp. The matching condition is that the
position residual between the extrapolation of SciFi track and the start point of the SciBar
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track is less than 50 cm, and that the angle between them is less than 0.4 radian. Here, we
define the tracking efficiency as Ngp/Nsr—sp. Nsr—sB, Nsp and the track finding efficiency
are summarized in Table 6.1. The track finding efficiency of the particle passing more than four
layers is estimated to be 99.2%. Thus, the track finding efficiency of simple tracks is very high.

However, this sample is too simple to evaluate the actual track finding efficiency of neu-
trino events in SciBar, because more than one charged particles are often produced in neutrino
interaction. Therefore, we estimate the efficiency of charged current events at the end of this
chapter.

6.2 Charged-current event selection

The goal of the analysis of SciBar is to determine the neutrino energy spectrum at the near site
by using CC-QE, in which there is a strong correlation between the neutrino energy and the
muon momentum and direction. It is also important to measure the fraction of non-quasi-elastic
(nonQE) component, because they are backgrounds for the analysis of the energy spectrum
measurement. Therefore, we select a CC event which contains a muon in the final state.

There are an electro-magnetic calorimeter (EC) and a muon range detector (MRD) down-
stream of SciBar. They are mainly made of lead and iron, respectively, which are good muon
filters. Consequently, we select the particle track which is created within SciBar and matched to
a MRD track or MRD hits. There are two kinds of MRD matching events: MRD 3D matching
(MRD-3D) and MRD first layer matching (MRD-1L). The event displays are shown in Figure
6.5. The definition of MRD-3D is that a particle track is reconstructed by both SciBar and
MRD and that the SciBar track and the MRD track are connected three-dimensionally. MRD-
1L means that no MRD track is reconstructed but the hits on the first plane of MRD drift-tubes
are matched with a SciBar track. The event selection procedure is described in the following
sections.

6.2.1 Requirements for the SciBar track

Before connecting between SciBar and MRD, we apply some common cuts to SciBar tracks as
summarized below.

Timing cut

Figure 6.6 shows a timing distribution of SciBar tracks. We select the events within beam
spill window, —100 < ¢ < 1300 nsec. Here, the origin of the time ¢ is defined as roughly 100
nsec before the first bunch. There are flat components before and after the beam. The early
events are cosmic rays, and most of the late events are called sky-shine backgrounds[88] which
are thought to be induced by neutrons from the production target and decay volume etc. The
sky-shine makes short tracks (less than 50 cm) in SciBar and does not generates a muon.

First layer veto

A particle, due to neutrino interaction elsewhere or a cosmic ray, often comes from upstream
of SciBar. In order to select neutrino events happened inside SciBar, the event with a particle
coming upstream of SciBar is rejected by requiring no hits on the most upstream layer of SciBar.
If there are any hits above five photo-electrons on either X-plane or Y-plane of the first layer, we
do not use any tracks within 50 nsec from the hits. In the case that the timing of a track is more
than 50 nsec apart from those of any first layer hits above five photo-electrons, we keep the track.
This requirement is shown in Figure 6.7 and 6.8. The large peak below five photo-electrons is
mainly caused by cross-talk and a grazing particle at the corner of a scintillator strip. The
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Table 6.1: The tracking efficiency in real data. Ngp_,sp is the number of events in which a SciFi
track is penetrating through the fifth layer of SciBar. Ngp is the number of events in which a
SciBar track is matched to the SciFi track. The tracking efficiency of the particle passing more
than 4 layers is defined as Ngg/Ngr_3B.
Ngrsp Nsp  Track finding efficiency
1083 1074 99.2%
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Figure 6.5: The event displays of SciBar events matched to MRD. The left figure shows 3D
matching event and the right figure shows MRD first layer matching event.
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Figure 6.6: The timing distribution of SciBar tracks. The micro-bunch structure of the beam is
clearly seen. We select —100 < ¢ < 1300 nsec as a beam timing window.
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threshold of five photo-electrons rejects 99.6% of incoming particles from the upstream plane.
According to the MC simulation, 2.7% of neutrino events are lost by the first layer veto owing
to backward scattering particles.

Exiting track selection

Obviously, the track matched to MRD exits from SciBar. The downstream edge of a track is
required to satisfy either of following two conditions:

1. On the most downstream layer of SciBar.
2. | Xqown| > 130 cm  or  |Ygown| > 130 cm.

Here, Xgown and Ygown are the coordinates of the downstream edge of a track. The origin
is the center of SciBar. Since the tracking area of the XY plane is |Xgown| < 140 cm and
|Yaown| < 140 cm, the second condition is that the downstream edge of a track is within the 10
cm margin of the XY tracking area. Most of the contained events in SciBar are rejected by this
requirement.

6.2.2 Matching a SciBar track to MRD

3D track matching

First, an MRD track to be matched is required to start from the first chamber plane of MRD.
To connect SciBar and MRD tracks, we require that the extrapolation of the SciBar track is
within 20 cm from the start point of the MRD track for both X and Y, and that the angle
between them is less than 0.5 radian. Figure 6.9 and 6.10 show the residual distributions of
position and angle, respectively.

Matching to MRD first layer hits

If no MRD-3D track is found, we look for the MRD first layer hits matched with the SciBar
track (MRD-1L). For both X and Y, the difference between the extrapolation of a SciBar track
and MRD first layer hits is required to be less than 20 c¢m, as shown in Figure 6.11.

Since the MRD tracking efficiency is too low for short tracks (only 65% for tracks passing two
chamber layers, as shown in Figure 3.21), the MRD-1L track may also have hits in the second
layer or more. If we miss the hits at the second layer, the muon range is reconstructed to be
shorter. To obtain correct muon range, therefore, we look for the downstream hits associated to
a MRD-1L track. To search for the matching hit in the second layer, we draw a line from the
first layer hit to one of the second layer hits. The matching condition is that the angle between
the line and the MRD-1L track is less than 0.5 radian. The distribution of this angle is shown in
Figure 6.12. Similarly, the condition for the third layer hits is that the angle between the lines
from first layer to second and from second to third is less than 0.5 radian for each projection.
The same is true for more downstream layers.

6.2.3 Final requirement

Containment

Since the muon energy is determined by the range, the matched track is required to stop inside
MRD. If the track has a hit at the most downstream drift-tube, the event is not used. For the
track stopping near a side wall, the extrapolation to the next layer is required to be 5 cm away
from the wall of MRD.
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Figure 6.7: The number of photo-electrons for the hits on the first layer of SciBar. All events
are used. The left figure shows data and the right figure shows MC simulation. The threshold
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Figure 6.8: The time difference between a track and a hit on the first layer for data (left) and
MC simulation (right). The veto condition is that the difference is less than 50 nsec.
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Figure 6.10: Residual distributions of the direction between a SciBar track and a MRD track.
The matching condition is that the residual is less than 0.5 radian.

1800 1400 r
1600 © 3
1400 i—x — < 1200 s <
1200 - 1000 +
1000 F 800 -
800 £ 600 F
600 F i
e
208;9‘?66“‘\”‘69@@‘ O;ei‘bc“““‘oe%,
-20 0 20 -20 0 20
cm cm

Figure 6.11: The residual distributions of the position between a SciBar track and a MRD first
layer hit.
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Figure 6.12: The residual distributions for the angle between a SciBar track and the straight
line from a MRD first layer hit to a second layer hit.
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Vertex

The neutrino interaction vertex is defined to be the starting point of a matched track. The
vertex is required to be inside the fiducial volume which is defined as 260 x 260 x 135.2cm?,
corresponding to the target mass of 9.38 tons. The vertex distribution and the fiducial volume
definition is shown in Figure 6.13. Because of incoming particles induced by neutrino interaction
in surrounding materials, the entries of the real data is much more than that of the MC simulation
outside of the fiducial volume.

Figure 6.14 shows the distance between a true vertex and a reconstructed vertex by using
MC simulation. The vertex resolution is 0.8 cm for each direction. For X and Y, the resolution
is close to the expectation from the cell size, 2.5/ V12 ~ 0.7cm. However, the Z resolution is the
twice of the expectation, 1.3/v/12 ~ 0.4cm, and about 40% of events are biased for upstream.
It is explained by cross-talk: the hit at the vertex produce a cross-talk hit at the upstream cell,
and the track finder reconstructs the vertex at the cross-talk hit.

Timing
Figure 6.15 shows the timing distribution of survived events. There are no background events
at all before or after the beam. Thus, we do not apply timing cut any more.

6.2.4 Reduction summary and efficiency

The number of events at each reduction step is summarized in Table 6.2. In total, 9651 CC
candidate events are selected, where the number of MRD-3D samples is 7406 and that of MRD-
1L samples is 2245.

Using the MC simulation, we estimate the neutrino detection efficiency in this sample. The
detection efficiency is defined as the number of reconstructed events divided by the number of
events generated in the fiducial volume. The overall efficiency is estimated to be 43.8%. Figure
6.16 shows the MC true neutrino energy distribution and the efficiency as a function of neutrino
energy. In the low energy region, the efficiency is small because the muon momentum is too
small to reach MRD. On the other hand, since a number of muons induced by neutrinos more
than 3.5 GeV are not contained by MRD, the efficiency also becomes smaller in the high energy
region.

6.2.5 Muon energy reconstruction

Muon energy £, is reconstructed from the range information of each detector by the following
formulas,

SciB EC MRD
E, = EyiBar 4 pEC | gMRD, (6.1)
SciB
ESciBa.r — @ . . LSciBar
» dx ’
EC
EEC — @ R LEC
» dx ’

where EECiBar, EEC, and E})ARD are the energy deposit in SciBar, EC, and MRD, respectively.
The muon mass is included in E}\LARD. LS¢Bar is the track length in SciBar, and LFC is the path
length in EC calculated by extrapolating the SciBar track. (dE/dz)5“B* and (dE/dz)"C are the
average stopping power of SciBar and EC, respectively. The input values are (dE/dz)3¢Bar =
2.10 MeV/cm and (dE/dz)¥C = 11.25 MeV /cm. E}YIRD is determined by a range-to-energy
conversion table obtained from the GEANT MC code.

66



5600 - | x 5600 °| v £ 700 F

500 L > e | Seog | — . S 600 -
~ 500 F <500 | © 500
£ [e) n (e) £
400 1)1p{ﬁ$@%%£g}bg%g%Q 400 £ o E¢
LRI T T X F e e 400
300 3 °© 300 3 300 -
200 ¢ 200 ¢ 200 F
100 & 100 ¢ 100 -
o v 1 T R N I 0 By
-161  -54.33 52.33 159 9.69.7 -63.03 43.63 150.3 0 300
cm cm cm

Figure 6.13: The vertex distribution of SciBar-to-MRD matched events. The fiducial volume
cut is also shown.
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Figure 6.14: The distance between a true vertex and a reconstructed vertex for each direction.
Each peak is fitted with gaussian.
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Figure 6.15: The timing distribution of survived events. These two figures show the same data,
but the scale of the vertical axis is linear for the left figure and logarithm for the right one.
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Table 6.2: The reduction summary of SciBar charged-current selection. The number of events

at each reduction step is arranged in the table.

Selection Data MG

3D 1L Total 3D 1L Total
Good beam and SciBar alive 3222301 —
Generated events in SciBar — 345332
SciBar track exists 87309 266915
Timing cut 80466 266915
First layer VETO 43289 251554
SciBar track exiting . — 32005 — v 199187
MRD track from the first layer | 16471 l 112048 l
3D position and angle matching | 13030 | 94214 |
No 3D matching track L 18975 ) 104973
MRD 1L position matching | 5033 | 33318
Containment 12011 4368 16379 | 92252 30391 122643
Vertex cut 7406 2245 9651 | 70225 20448 90673

The difference between reconstructed muon energy and MC true energy is shown in Figure
6.17. The muon energy resolution is 0.08 GeV, dominated by the MRD resolution. The un-
certainty in the MRD energy deposit is estimated to be 2.7%. It is the sum of the error on
density measurement (1.0%) and the difference between the GEANT MC code and the PDG
calculation[1] (1.7%). The density of SciBar is measured with 1.0% accuracy during the instal-
lation. Therefore, the error on the SciBar energy scale is thought to be the same level as MRD.
The systematic error on the stopping power of EC is estimated to be 10%. If the error on the
energy scale is quadratically added according to the mean energy deposit for each component
((ES¢iBary (EFCY and (EMRP)), the total energy scale error AEY™%! is

/((E5eBary . AEScBar)2 1 ((EEC) . AEFEC)2 4 ((EMRD) . AMRD)2
(ESciBary 4 (FEC) 4 (EMRD)

AEtotal _ = 2.2%, (6.2)

where

AEMRD — 9 7%
(EMEDY — .98 GeV.

AESCiBar — 27%,
(ESEBary — 0.20 GeV,

AE"C = 10%,
(E®C) = 0.08 GeV,

To be conservative, we quote 2.7% for the total systematic error on the energy scale, because
the muon energy is mainly absorbed by SciBar and MRD.

6.2.6 Basic distributions
Muon momentum and direction

Figure 6.18 shows the distributions of the muon momentum (p,) and the angle with respect to
the beam (6,). The data agree well with the MC distributions except for , < 10 degrees. The
deficit of the forward going muons is discussed in Section 8.8.

The angle between the reconstructed muon direction and the true direction is shown in
Figure 6.19. The three-dimensional angular resolution of the muon is 1.6 degrees, where the
resolution is defined as the value at which 68% (one standard deviation) of events are contained.
We also define the two-dimensional angular resolution of the muon as the standard deviation of
Figure 6.19 (B) and (C), which is 1.0 degree.
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Figure 6.16: The solid line in the left figure shows the all generated events in the fiducial volume
by the MC simulation as a function of the neutrino energy. The hatched region shows the
reconstructed events. The right figure shows the efficiency curve. The efficiency is defined as
the ratio of the hatched region to the solid line in the left figure.
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Figure 6.17: The difference between reconstructed muon energy and true energy obtained by
the MC simulation. The distribution is fitted with gaussian.
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Figure 6.18: The left figure shows the muon momentum distribution and the right figure shows
the muon angle with respect to the beam. Open circles, solid lines and hatched regions are data,
the MC simulation, and the CC-QE component in the MC simulation, respectively. The MC
distributions are normalized by entries.
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Figure 6.19: The angle between the reconstructed muon angle and the MC true angle obtained
by the MC simulation. Figure (A) shows the angle calculated three-dimensionally. Figure (B)
and (C) show the angle in the projection to X view and Y view, respectively. (B) and (C) are
fitted with gaussian.

The systematic error on the angle measurement is estimated by comparing the direction of a
SciBar track with that of a MRD track. The average of the angle difference between the SciBar
track and the MRD track is 0.19 degree for X projection and 0.06 degree for Y projection,
from the distributions in Figure 6.10. We assign the quadratic sum of them, 0.20 degree, to the
systematic error. The deficit of the forward going muon cannot be explained by this error.

Event rate stability

The weekly variation of the event rate is shown in figure 6.20. The event rate is stable within
the statistical error.

6.3 Track finding efficiency for CC sample

We estimate the track finding efficiency again, because the discussion in Section 6.1.3 is the single
track case. Not only muon but other particles such as a proton and a pion are produced at a CC
interaction vertex, and they make the hit pattern around the vertex complicated. Therefore,
we study the track finding efficiency of neutrino interactions happened in SciBar by using the
real data. In this section, we evaluate the efficiency of both a primary muon track and a second
track.

6.3.1 Primary muon track finding efficiency
Event selection

In the analysis of a muon track finding efficiency, we apply new CC selection criteria. CC
events in SciBar are selected without any tracking information of SciBar. We subsequently
examine whether a SciBar track is reconstructed properly or not. The event selection procedure
is summarized below:

1. We choose an MRD track starting from the first chamber layer and stopping within
MRD. The track is required to penetrate at least three chamber layers to avoid the
mis-reconstruction of the MRD track finder.
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2. SciBar hits near the extrapolation of the MRD track are collected. We create the distri-
bution of the distance between an MRD track and SciBar hits for each layer in advance.
The matching condition between an MRD track and SciBar hits is that the distance is less
than three standard deviations of the distribution.

3. The neutrino interaction vertex is defined as the most upstream hit associated to the MRD
track, and it is required to be inside the fiducial volume of SciBar.

4. The most downstream hit matching to the MRD track is regarded as the end point. We
count the number of planes which have associated hits between the vertex and the end
point. We require that more than 80% of the planes have associated hits.

5. If there is a hit on the first layer of SciBar, the event is rejected to avoid muons coming
from upstream.

Basic distributions

Figure 6.21 shows the distance from a true vertex position to a reconstructed vertex position
by using an MC simulation. The X and Y positions are reconstructed properly. However, the
Z distribution is slightly biased, and it has a long tail due to backward scattering particles. It
is thought to be a limitation of the vertex finding method. We allow it in this analysis. Figure
6.22 shows reconstructed vertex distributions. The data agree with the MC simulation well.
Figure 6.23 shows the timing distribution of data. The nine-bunch structure of the beam is seen
clearly. There are no backgrounds before and after the beam.

Track finding efficiency

The SciBar-to-MRD 3D matching condition (Section 6.2.2) is applied to the selected CC sample.
The track finding efficiency for muons is defined as the fraction of the matching events in the
selected CC events. The number of events and the efficiency are summarized in Table 6.3. The
events are classified by their exiting points. If a particle goes out from the most downstream layer,
the Z positions at the end points of the both 2D tracks are the most downstream. Therefore,
the combination between the 2D tracks are found more easily than the case that a particle
exits from the side. In fact, the track finding efficiency is slightly higher, if the exiting point
is downstream. The overall efficiency is approximately 94% for data and 92% for the MC
simulation. The efficiency for the real data is slightly higher than that for the MC simulation.

To investigate the reason for the lost events and for the difference between data and the MC
simulation, we visually scanned the lost events. The results are summarized in Table 6.4. The
meaning of each row is:

e 3D track OK
A muon is properly reconstructed as a 3D track.

— MRD matching requirement
The event does not satisfy the SciBar-to-MRD matching condition written in Section
6.2.2.

e 2D tracks OK
The 2D muon tracks are properly reconstructed in both X and Y views, but the 3D track
is wrong or lost.

— Wrong combination
There is another particle than the muon, and two 3D tracks are reconstructed along
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Figure 6.20: The event rate stability for the SciBar charged-current sample. The horizontal axis
is the time binned by week and the vertical axis is the number of events per 10'® protons on
target. The error bars show statistical error only. The dashed line shows the constant function

fitted to the plot. The event rate is stable within the statistics.

2500 | X 2500 Y 2250 -Z
, — 2000 -
2000 - 2000 - 1750 ©
f ’ 1500
1500 - 1500 1250 |
i i 1000 ©
1000 1000 | 70 |
500 |- 500 - 500
, f 250 -
0 T S T S S D e 0 i S I S S T T I W 0’\\\\\\\\\\\\\4 L
-20 -10 0 10 20 -20 -10 0 10 20 -20 -10 0 10 20
cm cm cm

Figure 6.21: The position difference between the true vertex and the reconstructed vertex. The

horizontal axes represent (reconstructed position — true position).
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Figure 6.22: Reconstructed vertex distributions of selected events. All requirements except for
the fiducial volume cut are imposed. Open circles are data, and solid lines are the MC simulation.

The boundaries of the fiducial volume are also illustrated.
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Figure 6.23: The timing distribution of selected events. These figures are identical but the
vertical axis of the left histogram is linear scale while that of the other is log scale. Only the
real data is shown. The nine-bunch structure is clearly seen. There are no backgrounds before
and after the beam spill.

the two particles. However, the combination of 2D tracks is swapped with each other.
For example, one of the 3D tracks is composed of X-track of the muon and Y-track
of the other particle, and the other 3D track is vice versa.

— Not combined in one view
There is another particle than the muon, and all the 2D tracks along the two particles
are properly fitted. However, only one 3D track is reconstructed. It is composed of
either X-track or Y-track along the muon and the 2D track along the other particle
in the other view.

— Not combined in both views

Both X-track and Y-track of the muon are correctly fitted, but no 3D track is recon-
structed along the muon.

e 2D track lost
At least one of the 2D tracks along the muon is lost.

— Cellular automaton
The 2D track finding process fails in connecting hits along the muon.
— Hit inefficiency
No hits are seen in some layers due to the inefficiency of the reflector of the scintillator
strip.
— Bad neutrino event
The vertex is out of the fiducial volume, or there is no muon-like track in SciBar.

Most of 2D tracks are properly reconstructed, but many events are lost at combining 2D tracks.
The hit inefficiency of the MC simulation is larger than that of data. It is considered to come
from the geometry setting of the simulation. Since the track finding efficiency is sufficient for
the CC analysis, it is not the subject in this thesis to improve these problems.

6.3.2 Second track finding efficiency

We use the CC sample obtained in Section 6.2 for the second track finding efficiency. We visually
scanned many events, and counted the number of hits along a second track from a vertex. We
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Table 6.3: The track finding efficiency of a muon track in the CC sample. Both data and MC
are listed. In addition, results are classified according to exiting points (the downstream plane
or the side wall).

Exiting point | Selected event (A) SciBar-MRD match (B) Efficiency (B/A) [%]
Downstream 4102 3871 94.44+0.4
Data | Side 662 620 93.7+ 0.9
Total 4764 4491 94.3+ 0.3
Downstream 5284 4898 92.7+0.4
MC | Side 930 838 90.1 £ 1.0
Total 6214 5736 92.3+0.3

Table 6.4: Results from scanning of lost events. Both data and MC are listed.

Data | MC

3D track OK | MRD matching requirement 2 2
Wrong combination 60 | 44

2D tracks OK | Not combined in one view 43 30
Not combined in both views 55 76

Cellular automaton 12 6

2D track lost | Hit inefficiency 27 | 41
Bad neutrino event 1 1

Total 200 | 200

examined whether the second track are properly reconstructed as a 3D track. Figure 6.24 shows
the track finding efficiency as a function of the number of hits. One hit corresponds to about
1.5 cm track length. The efficiency exceeds 80% at 20 hits, corresponding to approximately 0.7
GeV/c for a proton. It is sufficient for the analysis of 2-track CC-QE events. The agreement
between data and the MC simulation is good.

6.3.3 Summary

The track finding efficiency for both a primary muon track and a second track are studied. The
performance is sufficient for the selection of CC events and for the separation between CC-QE
and nonQE. Both data and the MC simulation have been used in this analysis, and the MC
simulation reproduces data well. Consequently, the CC sample is ready for the determination
of the neutrino energy spectrum.
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Figure 6.24: The upper figure shows the track finding efficiency of a second track in SciBar as a
function of the number of hits. Crosses are data and boxes are the MC simulation. The lower
figure shows the ratio of data to the MC simulation.
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Chapter 7

Analysis Overview

We introduce the outline of the neutrino oscillation analysis. In addition, we describe the
selection criteria of good beam spills and the stability of the neutrino beam.

7.1 Outline of the neutrino oscillation analysis

Figure 7.1 shows the block diagram of the analysis flow. The analysis procedure is already
described in Section 2.2. The goal of the neutrino oscillation analysis is to compare both the
neutrino energy spectra and the number of events between ND and SK. The neutrino energy
spectrum at SK, &gk (F,), is extrapolated by Equation (2.3) from the neutrino energy spectrum
at ND, ®xp(Ey), by using the Far/Near flux ratio, Rp/y(Ey). The expected number of events
in SK, Ng7, is estimated by Equation (2.4) from the number of events in ND, NS, The
reconstructed neutrino energy of CC-QE candidate events in SK are compared with ®gk(F,),
and the number of observed events in SK, N§Ib<s‘, are compared with Ngﬁp. When neutrino
oscillation is taken into account, ®sk(E,) for CC interaction is multiplied by the neutrino
oscillation probability, P(E,; Am?,sin? 26):

Dk (Ey; Am?,sin® 20) = P(E,; Am?, sin®20) - Rp/n(E,) - ®xp(Ey), (7.1)
where 550 Kk
P(E,; Am?,sin?20) = 1 — sin® 26 - sin? (1.27 - Am? [eV?] - ﬁ) (7.2)

NG depends on ®sk (E,; Am?, sin” 20) as a function of (Am?, sin® 20).
To obtain ®sk (E,) and Ng', we measure following quantities:

e The neutrino energy spectrum at the near site, ®xp(E)).
e The number of events in the near detector, Nﬁk]’)s.
e The Far/Near neutrino flux ratio as a function of E,, Rp/y(E,).

In Chapter 8 — 10, we describe these measurements in this order. Especially for the SciBar
detector, the event selection is already described in Chapter 6. Neutrino events in SK are
selected in Chapter 11 to obtain the CC-QE candidate events and the total number of SK
events, Ngﬁs. Finally, we compare the observation in SK with the expectation, and examine
neutrino oscillation in Chapter 12.
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Figure 7.1: Block diagram of the neutrino oscillation analysis.

7.1.1 Neutrino energy spectrum at near site

We measure ®xp(E,) by using the CC samples of SciBar, SciFi, and 1KT, since CC-QE inter-
action in the CC samples has a relationship between E, and muon kinematics as Equation (2.2).
We fit the (p,,0,) two-dimensional histograms of the CC samples with the MC prediction. The
free parameters of the fit are the height of each F, bin, which is equivalent to ®xp(E,).

7.1.2 Neutrino event rate at near site

The neutrino event rate at the near site, Nﬁ']’)s, is measured by 1KT, because the detector response
is the most similar to SK among the near detectors. This choice maximizes the cancellation effect
of the systematic error on the expected number of SK events, NSEP. In this analysis, we use all
the neutrino event types to maximize the statistical sensitivity to neutrino oscillation.

7.1.3 Far/Near neutrino flux ratio

We evaluate the Far/Near neutrino flux ratio, Rp/y(E,), by using the PIMON detector and the
MC simulation for the neutrino beam (Beam-MC). Since the decay of a pion is simple two-body
reaction, RF/N(EV) is obtained from the property of secondary pions. The PIMON detector
measures the two-dimensional distribution of the momentum versus the angle of the pion beam
just after the magnetic horns. In the meanwhile, Beam-MC predicts the secondary pion beam.
The Beam-MC simulation is verified by the measurement of PIMON, and used for the evaluation
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7.1.4 Super-Kamiokande analysis

SK events are selected by using the beam timing information and the Cherenkov ring image.
We count the total number of events, Ngﬁs, for the comparison with NS?’. We extract CC-QE
candidate events to reconstruct the F, spectrum. The CC-QE candidate event of SK is defined
as the event which has only one ring identified as a muon, where the proton in CC-QE interaction
does not radiate Cherenkov photons.

7.1.5 Neutrino oscillation analysis

We fit the reconstructed E, with ®gx (E,; Am?,sin® 20) and NP with NP (E,; Am?,sin? 20),
by using a maximum likelihood method. The free parameters of the fit are Am? and sin® 26.
Thus, we examine neutrino oscillation, and determine the oscillation parameters.

7.2 Good beam spill selection

For the analysis of each detector, we use only the beam spills which satisfy the good beam spill
condition. Good beam spills are selected by the following criteria:

e Reject the period for the machine study, the beam tuning, and the PIMON measurements.

All the beamline components and the data acquisition system are fine.

Proton intensity is greater than 1.0 x 10! protons/pulse to guarantee the accuracy of

beamline monitors.

The horn current is greater than 240 kA for K2K-Ib and K2K-II, or greater than 190 kA
for K2K-Ia.

e The GPS status of both KEK and SK are good.
e Super-Kamiokande is alive.

The requirement of the GPS status is described in Section 3.5. For the analysis of SK, all the
selected spills are used. The accumulated POT for the SK analysis is summarized in Table 7.1.
The total analyzed POT is 8.9 x10'?. For the analysis of the near detectors, the condition of
each detector is imposed.

7.3 Neutrino beam stability

Since the neutrino oscillation analysis is performed on the assumption that the neutrino beam is
stable, we confirm the stability of the neutrino beam. The detail of the measurement is described
in Appendix B. In this section, we briefly present the results.

The neutrino yield and the beam direction is monitored by MUMON. The deviation of the
neutrino yield is 2.5% in RMS, which is sufficiently small compared to the statistical uncertainty
in the number of SK events (~ 10%). The beam direction is stable within 1 mrad, corresponding
to the flux change of less than 1%.

MRD monitors the neutrino event rate and the beam profile. The event rate is stable within
2.6%, and the fluctuation of beam center is 1 mrad level. MRD also measures the muon energy
(E,) and the muon angle (6,) from a neutrino interaction. The stability of E, and 6, guarantee
the stability of the neutrino energy spectrum. Both E, and 6, spectra are confirmed to be
stable within the statistical sensitivity.
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Table 7.1: Summary of the accumulated POT for the SK analysis.

Run K2K-Ia K2K-Ib K2K-ITa | K2K-IIb
From Jun.’99 | Nov.’99 | Jan.’01 | Jan.’03 Oct.’03 || Total
To Jun.’99 | Jun.’00 | Jul.’01 | Jun.’03 | Feb.'04
POTgk (x10'®) 3.1 19.8 25.0 22.6 18.6 89.1
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Chapter 8

Neutrino Energy Spectrum at Near
Site

To study the neutrino energy spectrum distortion, we determine the neutrino energy spectrum
at the near site, ®xp(F,). Since charged-current quasi-elastic (CC-QE) interaction has a corre-
lation between neutrino energy and muon kinematics as Equation (2.2), we select event samples
containing CC-QE interaction from SciBar, SciFi, and 1KT data. The neutrino energy spectrum
is determined by fitting muon momentum versus angle two-dimensional distributions with the
MC expectation. Since we have found that the forward going muons are fewer than the MC
expectation in the analysis of SciBar data, we also discuss the treatment of this issue.

8.1 Outline

At first, we introduce the outline of the event selection and the energy spectrum measurement.

8.1.1 Event selection

We summarize the event selection procedure for each detector in this section. The detail of
SciBar, SciFi, and 1KT data are described in Section 8.2, 8.3, and 8.4, respectively. The
comparison among the three detectors are discussed in Section 8.5.

SciBar

We use the CC events selected in Chapter 6. By using the number of tracks from an interaction
vertex and kinematic condition of the tracks, the CC events are classified into three subsamples:

e 1-track sample (1-track).
e 2-track CC-QE-enriched sample (2-track-QE).
e 2-track CC-nonQE-enriched sample (2-track-nonQE).

Here, CC-nonQE is defined as other CC interaction except for CC-QE. Since CC-QE interaction
produces two particles (muon and proton), we do not use the event with more than two tracks
from the interaction vertex. The 1-track sample is the case that the proton track is too short
to be reconstructed. Since the proton direction is predicted from the muon momentum and the
muon direction assuming CC-QE interaction, we classify a two-track event into the CC-QE-
enriched sample and the CC-nonQE-enriched sample by comparing the direction of the second
track with the expected proton direction.
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The expected proton angle with respect to the beam (6,) is given as

Dy sin b,

tan 6, = (8.1)

Erec —p,, cos,’

by momentum conservation, where p,, 6,, and E;* are the muon momentum, the muon angle
with respect to the beam, and the reconstructed neutrino energy assuming CC-QE interaction.
The azimuthal angle of the proton (¢,) is opposite to that of the muon (¢,):

¢p = ¢/L +m, (82)

because of the two-body kinematics. Therefore, the cosine of the angle between the observed
second track and the expected proton direction (A#),) is obtained as

cos A, = sin B, sin Oy cos(p, + T — ¢2) + cos ), cos Oy, (8.3)

where 02 and ¢o are zenith and azimuthal angles of the observed second track, respectively.
Events with small A6, are classified as the 2-track-QE sample, and the other events are catego-
rized as the 2-track-nonQE sample.

SciFi

A CC event for SciFi is defined as the event with a track matching to an MRD track, MRD
hits, or an LG cluster. Selected CC events are classified into the three subsamples (1-track,
2-track-QE, and 2-track-nonQE) in the same way as SciBar.

1KT

We select an event with only one muon-like ring, since the momentum of the proton in CC-QE
interaction is usually below the Cherenkov threshold. In addition, the muon is required to stop
inside the inner detector of 1KT in order to measure the muon momentum.

8.1.2 Determination of neutrino energy spectrum

The neutrino energy spectrum is determined by fitting (p,,6,) two-dimensional distributions
with the MC expectation. Since the stability of the neutrino energy spectrum is confirmed by
MRD data (Section 7.3), we measure a common spectrum for K2K-Ib and K2K-IT runs.

We use a chi-square fitting method for this analysis. Free parameters of the fit are bin
contents of the neutrino energy spectrum. Since the selected CC-QE samples have contamination
of CC-nonQE interaction, we also obtain the cross-section ratio of CC-nonQE to CC-QE. During
the fit, (p,,0,) distributions of the MC simulation is varied according to the F, bin contents
and the nonQE/QE ratio. We take the chi-square between data and the MC simulation for each
subsample, and we minimize the sum of the chi-squares for all subsamples. Uncertainty of the
muon energy scale for each detector is taken into account.

For SciBar and SciFi, the migration among the three subsamples due to the detector system-
atics etc. is taken into account. Systematic errors relevant to the migration effect are estimated
before the fit. The systematic error for SciBar is evaluated in Section 8.2.3, and that for SciFi
is described in Section 8.7.3.

The strategy for the energy spectrum measurement is discussed again in Section 8.6 according
to the characteristics of selected events for each detector.
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8.2 SciBar data

8.2.1 Event classification

Figure 8.1 shows the number of track (Nyack) distribution from the muon vertex. The definition
of Nirack is the number of tracks originated from the muon vertex within 9.0 cm for X and Y and
4.5 cm for Z (beam direction), as shown in Figure 8.2. We use events with Ny < 2, where CC-
QE interaction is concentrated. Figure 8.3 shows Af), distribution for 2-track events. We define
the 2-track-QE sample as Af, < 25 degrees. The others are classified as the 2-track-nonQE
sample.

The fraction and efficiency of CC-QE interaction for each event category are estimated using
the MC simulation and listed in Table 8.1. The efficiency is defined as the ratio of the number
of reconstructed events to the number of generated events for CC-QE in the fiducial volume.
SciBar has 70% efficiency for CC-QE in total.

8.2.2 Basic distributions

The p,, 0,, and ¢? distributions for each event category are shown in Figure 8.4. Here, ¢ is the
square of the four-momentum transfer assuming CC-QE, which is given by

¢" =2E,(E, + pycosfy) —m... (8.4)
Since formulas of neutrino interactions are often described in terms of ¢2, it is a probe to study
neutrino interactions. The p, distributions agree well between data and the MC simulation.
However, the 6, and ¢? distributions show discrepancies in 6, < 10 degrees and ¢* < 0.1 (GeV/c)?
for 1-track and 2-track-nonQE samples. Neglecting the muon mass, we approximate ¢* by

0
¢* ~ 4E,p, sin’ 7“ (8.5)

In Equation (8.5), small 6,, corresponds to low ¢.

Figure 8.5 shows the difference between the reconstructed ¢ and MC true ¢? for CC-QE
events. The ¢? resolution for ¢? < 0.1 (GeV/c)? is 0.01 (GeV/c)2. Therefore, SciBar has sufficient
resolution to see the deficit at low ¢2. The ¢ may be affected by the uncertainties in muon
energy scale and angle. If the energy scale is intentionally changed by its systematic error
(£2.7%), the ¢? distributions is deformed a little, as shown in Figure 8.6 (a)—(c). If the angle is
shifted by 1 degree (5 times its error) or if the angle resolution is smeared twice as large as itself,
the g2 looks like Figure 8.6 (d)—(f). The disagreement in the small ¢? region is not explained by
these systematic error sources. The detector systematics are too small to explain the observed
forward muon deficit. The treatment of low-¢? deficit will be discussed later in Section 8.8.

8.2.3 Systematic errors

Since we have introduced two new cuts in this chapter, N, and Af,, we evaluate the system-
atic errors on these cuts. Systematic errors on these cuts cause the migration of events among
1-track, 2-track-QE, and 2-track-nonQE samples. To estimate the migration effects, we evalu-
ate the errors on the ratio of the number of 2-track events to the number of 1-track events
(RS¢iBar ) and the ratio of the number of 2-track-QE sample to the number of 2-track-nonQE

2trk/1trk
SciBar SciBar SciBar

Z{;mple (RnonQE /QE). The systematic errors on R3F Itk and RHOHQE /QE are summarized in Ta-
e 8.2.
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Figure 8.1: The number of tracks from a muon vertex. The open circles show data. The solid
line shows MC simulation and the hatched region is CC-QE interaction. The MC simulation is
normalized by entries.
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Figure 8.2: The start position difference between a muon track and a second track for each axis.
Open circles and solid lines show data and the MC simulation, respectively. The criteria for
counting the number of tracks is also shown.
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Figure 8.3: The angle between an observed second track and expected proton direction.

Table 8.1: The fraction and efficiency of CC-QE events for each event category. The unit is %.

Event category 1-track QEQ_t;?)Crll{QE Total
Fraction of CC-QE 57 72 17 —
Efficiency for CC-QE 51 15 4 70
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Figure 8.4: The p,, 6, and ¢? distributions of SciBar for each event category. Open circles are
data, solid lines are MC simulation, and hatched regions are CC-QE component in MC. The
MC distribution is normalized by entries in each figure.
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Figure 8.5: The difference between the reconstructed ¢? and the MC true ¢ for CC-QE events.
The events in all ¢ region are used in Figure (A), and events with only ¢ < 0.1 (GeV/c)?
are used in Figure (B). Figure (B) is fitted with Gaussian. Since the ¢? resolution depends
on ¢2 itself, it is difficult to define the ¢ resolution for entire events. The ¢® resolution for
q? < 0.1 (GeV/c)? is 0.01 (GeV/c)2.
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Figure 8.6: Systematic effects on the ¢? distribution for each event category. Open circles are
data and solid lines are the normal MC simulation. Figures (a)-(c) show the effects from the
energy scale uncertainty. If the energy scale is intentionally increased (decreased) by 2.7%, the
q? distributions become dashed (dotted) lines. Figures (d)—(f) show the effects from angle shift
and smearing. Dashed lines show the ¢? if the angle is shifted by 1 degree. If the angle is
smeared by twice of the resolution, the ¢ distribution becomes dotted lines.

SciBar and RSciBar

Table 8.2: The systematic errors on RZtrk/ltrk nonQE/QE "
Source Ry [%] Rigln%ﬁ/QE [%%]
Threshold for p.e. +0.7  —0.0 — —
Cross-talk +1.1 —-1.11] 422 -2.9
Track finding efficiency +0.9 —-43 — —
Vertex matching efficiency | +2.7 —1.0 — —
Angular resolution — — | +1.0 -0.0
Energy scale — — | +1.5 —4.3
Proton re-scattering +29 =26 1| +29 -2.8
Pion absorption +1.7  —=1.7| +0.0 —-5.4
Pion inelastic scattering +4.1 —-4.2 ] 403 —7.7
Total +51 —6.2 | +4.0 -9.3
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Cross-talk of MA-PMT

The cross-talk of the MA-PMT is emulated in the MC simulation. The cross-talk has the uncer-
tainty of £50% from a laboratory measurement[36]. If the cross-talk emulation parameters are
increased or decreased by 50%, R;gffftrk changes +1.1% and Rrslgln%ﬁ QE varies +2.2% —2.9%.
Therefore, we use these numbers as the systematic error from the cross-talk.

Threshold for photo-electron

For track finding, we select the hits with the threshold of 2.0 photo-electrons (Section 6.1.1). The
light yield for each cell distributes with the standard deviation of approximately 15% (Figure
4.16). In order to study the systematic effect, we varied the threshold by £15%. When the

threshold is set to 2.3 photo-electrons, Rggffftrk increases by 0.7%. If the threshold is 1.7
SciBar

photo-electrons, R37, [tk also increases by 0.4%. Thus, the uncertainty of the threshold gives

+0.7% —0.0% error on Rgtciffftrk.

Track finding efficiency

The track finding efficiency of the second track may be different between data and the MC
simulation. Therefore, we checked the efficiency as a function of the number of hits for the
second track by eye scanning. As a result, Rggfﬁtrk between data and MC is different by +0.9%

—4.3%. We assign it to the systematic error.

Vertex matching efficiency

To obtain the number of tracks, we have required the second track to start within a certain
volume from the vertex, as shown in Figure 8.2. If we change the requirement by +50% and
Rggf/aftrk deviate by +2.7% —1.0%. We use this number as the systematic error.

Angular resolution of a track

The track angular resolution of SciBar (1.6 degrees) is checked by comparing the angle of tracks
between SciBar and MRD, as shown in Figure 6.10. Assuming the disagreement of the width of
the figure between data and the MC simulation is originated from the SciBar track resolution,
the angular resolution of SciBar is 2.7 degrees. Therefore, the angular resolution of both primary
and second tracks are intensionally smeared so that the angular resolution may be 2.7 degrees.
The error on RISISLB(S”E/QE is then obtained to be +1.0% —0.0%.

Energy scale

Since Af), is calculated from the muon energy as Equation (8.1), the uncertainty of the energy
scale (2.7%) is the source of the error on RESIHBCS‘]E Jqr- As a result, RES;IBCS‘]E /qr changes by +1.5%
—4.3%, if the energy scale is shifted by £2.7%. We quote this number as the systematic error.

Nuclear effects

Nuclear final state interactions affects the second track. The possible sources are proton re-
scattering (+£10%), pion absorption (£30%), and pion inelastic scattering (£30%). The uncer-
tainties of them are assigned based on the errors on the past measurements. These effects change

both Rggffftrk and RISIELBSE QB The systematic errors on the nuclear effects are summarized in
Table 8.2.
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Summary

In total, Rggffftrk has the error of +5.1% —6.2% and REELB(SE/QE has the error of +4.0% —9.3%.
A small discrepancy in the Ny and A6, distributions between data and the MC simulation
is explained by the systematic errors. In Table 8.2, the correlation between different sources is

taken into account.

8.3 SciFi data

8.3.1 Data set

We use two data sets of SciFi to determine the neutrino energy spectrum. One is K2K-Ib (with
LG), and the other is K2K-ITa (without LG). In K2K-IIa, there was a four-layer prototype of
SciBar (Mini-SciBar) instead of LG. Although K2K-IIb (with SciBar) is not used in the present
analysis, it is a task for the near future.

8.3.2 Event selection

We select CC events of SciFi with the similar way as SciBar. To reconstruct a primary muon
track, we look for the particle starting from SciFi and stopping within MRD or LG [25, 89]. A
typical CC event is shown in Figure 8.7. The event selection procedure is described below:

1. Trigger counter match
The SciFi track is required to have an associate hit on the downstream trigger counter in
order to obtain the track timing!.

2. No veto counter hit
The track coming from upstream is rejected by using upstream veto counters.

3. LG cluster match (K2K-Ib only)
If the track matches to an LG cluster larger than the electron equivalent energy of 0.1
GeV, the cluster is regarded as associated to the track. If a track matches to an LG
cluster without any associate MRD hits as shown in Figure 8.8(C), the track is identified
as an ‘LG-stopping’ track.

4. MRD match

We select two types of tracks: ‘MRD-3D’ and ‘MRD-1L’. The schematic view of each event
type is shown in Figure 8.8 (A) and (B). An MRD-3D track is that a SciFi track matches to
an MRD track three-dimensionally. MRD-1L is defined as the SciFi track matching to the
hits on the first drift-tube layer of MRD. For K2K-Ib, we use both MRD-3D and MRD-1L
events. For K2K-IIa, we do not employ MRD-1L tracks but only MRD-3D tracks (Figure
8.9), because they have significant contamination of hadrons due to a small amount of
material between SciFi and MRD.

5. Second track search and vertex determination
We look for the second track generated near the start point of the primary track. If
second track is found, the vertex is determined at the intersection point between primary
and second tracks. If not, the vertex is reconstructed at the middle of the water tank in
which the primary track is produced.

!The IIT for the SciFi readout does not have timing information.
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Side View T

Figure 8.7: The event display of a typical CC event in SciFi.

(A) MRD-3D (B) MRD-1L

(C) LG-stopping

LG

Figure 8.8: Schematic view for each event type of SciFi in K2K-Ib. Figures (A), (B), and (C)
show MRD 3D matching, MRD first layer matching, and LG stopping events, respectively.

MRD-3D (K2K~lla)

Figure 8.9: The schematic view of the SciFi MRD-3D event in K2K-ITa.
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6. Fiducial volume
The vertex is required to be within the fiducial volume of SciFi. The fiducial volume
is defined as the 2.2 x 2.2 m? region for X and Y from first to seventeenth water tank,
corresponding to 5.9 tons. Exceptionally, the vertex of the 1-track event in the LG-
Stopping sample is allowed to be only from first to fourteenth tank, since the neutrino
events occurred in LG with backward going particles entering to SciFi.

8.3.3 Muon energy reconstruction

The muon energy is obtained from the sum of the energy deposit in all penetrated parts:

K2K-Ib MRD-3D,1L: E, = By 4+ B¢ + BYS + E)RP, (8.6)
K2K-Ib LG-Stopping: Ey, = By 4 6 4 gl ochuster
K2K-IIa MRD-3D: E, = E) T 4+ B¢ 4 E)lini-SciBar . phIRD.

where EECiFi, EEG, E‘{;G, E}\LARD, and E‘})Aini‘s‘:iBM are the energy deposit in SciFi, the trigger
counter, LG, MRD, and Mini-SciBar, respectively, calculated by the range. Although E{;Gdusmr
is also the energy deposit in LG, the pulse height information of the cluster is used.

Dominant uncertainties in £, come from E{;G, E{;Gd“mr, and E}Y[RD. As stated in Section
6.2.5, the systematic error on E}Y[RD is 2.7%. The energy deposit in LG was measured by a
test beam experiment (KEK-PS T501) [89]. As a result, E{;G is 5% smaller than the GEANT
MC expectation with the error of +5%. Therefore, we multiply 0.95 to E{;G by default, and we
assign the systematic error of £5% to E{;G. Since the conversion factor of the LG pulse height
to the energy deposit is different by 30 MeV between data and the MC simulation in the T501
experiment, the systematic error on E{;Gdu“er is quoted as £30 MeV.

8.3.4 Event classification

The SciFi event is classified into 1-track, 2-track-QE, and 2-track-nonQE samples in the same
way as SciBar. The number of tracks (NVirack) and the cos A, distributions are shown in Figure
8.10 and 8.11. If Af), of a 2-track event is less than 25 degrees, it is classified as the QE enriched
sample. If A, is more than 30 degrees. the event is categorized as the nonQE enriched sample.
The fraction and efficiency of CC-QE in each category is summarized in Table 8.3. The CC-QE
efficiency for K2K-Ib and K2K-IIa are 46% and 42%, respectively, in total.

8.3.5 Basic distributions

Figure 8.12 shows p,,, 6,,, and ¢? distributions for each of experiment period, matching condition,
and event category. The p, distributions of data agree well with those of the MC simulation.
Deficits are observed in 6, < 10 degrees and q> < 0.1 GeV/c regions similar as SciBar.

8.4 1KT data

8.4.1 Event selection

We select ‘fully-contained (FC) single-ring muon-like (1Ru)’ events for the measurement of
the neutrino energy spectrum. Since the proton momentum in CC-QE is usually below the
Cherenkov threshold, we use a 1Ry event, which is defined as the event with only one muon-
like ring. In addition, to measure the muon momentum, we require that the muon-like particle
is fully-contained within the inner detector of 1KT. Figure 8.13 shows an event display of a

89



6000

(A) MRD-3D, 1L [K2K~-Ib]

1600

1400

1200

1000

4000

(B) LG-Stopping [K2K-Ib]

3000

[ —

(C) MRD-3D [K2K-lla]

4000

800

600

2000

400

200

Figure 8.10: The Niacc distribution of each event category for SciFi. Open circles are data,
solid lines are MC simulation, and hatched regions are CC-QE components.
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Figure 8.11: The cos A, distribution of each event category for SciFi 2-track events. Symbols
are the same as Figure 8.10. The event with Af, < 25 degrees is classified as the QE enriched
sample. The event with A, < 30 degrees is categorized as the nonQE enriched sample.

Table 8.3: The fraction and efficiency of CC-QE events for each event category of SciFi. The

unit is %.

Event category 1-track QE2_tI;13£)Cr11{QE Total
Fraction K2K-Ib 50 53 11 —
K2K-ITa 57 58 12 —
Efficienc K2K-Ib 39 5 2 46
Y K2K-Tla | 36 5 2 42
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Figure 8.13: A typical event display of a single muon event in 1KT.

typical FC 1Ru event. In this section, we describe the event selection step by step. More detail
description is found in [22].

Pre-activity cut

We do not use the spill which has activity within 1.2usec before the beam.

Low-energy event rejection

We reject the event less than 200 photo-electrons in total, which corresponds to the electron
energy of 30 MeV.

Event reconstruction

Cherenkov rings are reconstructed, and the neutrino interaction vertex is determined. Each
process is summarized below.

1. Auto-fit
By looking for the direction and edge of the most energetic ring, the vertex of the ring is
determined with the timing information of each PMT. This process is called Auto-fit.

2. Ring counting
The other rings are searched for, and the number of rings (Nying) is counted.

3. Particle identification
A ring is identified as either p-like and e-like by using the ring image and opening angle.
Both a muon and a charged pion make a sharp ring edge called u-like, since it travels
almost straight in a matter. On the other hand, both an electron and a gamma ray make
a fuzzy ring called e-like, because a cascade shower is created.

4. MS-fit for a single-ring event
For a single-ring event, another vertex finding algorithm, called MS-fit, is applied to im-
prove the precision of the vertex position, assuming the particle type identified at the
previous step.
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5. Momentum reconstruction
The momentum of each ring is reconstructed by the number of photo-electrons inside the
Cherenkov ring. The systematic error on the momentum scale is estimated to be +2.0%
—3.0%, as described in Section 3.3.1.

Total photo-electrons threshold

To reject low energy background events such as a muon decay of a cosmic ray, the threshold of
FADC pulse height is set to 1000 photo-electrons, equivalent to the electron energy of 100 MeV.

Single event selection

The number of FADC peaks in a spill is required to be one to reject multiple events happened
in one spill. Approximately 10% of spills are rejected by this requirement.

Fiducial volume cut

The vertex of a reconstructed event is required to be within a fiducial volume, as shown in Figure
8.14. The fiducial volume is defined as a cylindrical volume with a radius of 2 m and a length
of 2 m. It is oriented along the beam and shifted by 1 m upstream from the center of the tank.
The fiducial mass is 25 tons.

Fully-contained single-ring u-like event

The requirements for a 1Ry event are that N, is one and that the particle type is p-like.
To identify an FC event, we define POMAX20deg as the number of photo-electrons in a PMT
located within 20 degrees around the particle direction. Figure 8.15 shows the POMAX20deg
distribution. The condition for an FC event is that POMAX20deg is less than 200 photo-
electrons, because the number of Cherenkov photons is the largest in the PMT at the exiting
point of an outgoing muon. If POMAX20deg is greater than 200 photo-electrons, the muon is
recognized as an outgoing particle, called ‘partially-contained (PC)’.

The selection efficiency for the CC-QE interaction is estimated to be 53%. The fraction of
CC-QE in the FC 1Ry sample is 58%.

8.4.2 Basic distributions

Ring counting

To separate a single-ring event (Nyn, = 1) from a multi-ring event (Nyng > 1), a ring counting
estimator, F, is constructed. The ring counting estimator returns a positive value if there is
another ring than the primary ring found by Auto-fit. Figure 8.16 shows the distributions of F
and Nying for the FC sample. The requirement for a single-ring event is F < 0.

Particle ID

Figure 8.17 shows the particle identification likelihood (P) for FC single-ring events. Events
with P > 0 are identified as p-like, and the others are e-like.

Vertex resolution

The vertex resolution is estimated by the distance between a reconstructed vertex and a true
vertex using the MC simulation. The vertex resolution is then defined as the length at which
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Figure 8.14: The definition of the fiducial volume of 1KT. It is a cylindrical region which has a
radius of 2 m and a length of 2 m.
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Figure 8.15: The POMAX20deg distribution of 1KT.
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Figure 8.17: The PID likelihood (P) distribution of the 1KT FC single-ring sample.

the 68%? of events are contained. The angular resolution is similarly obtained from the angle
between a reconstructed direction and a MC true direction. The vertex and angular resolutions
for each event type is listed in Table 8.4. Single-ring events have better vertex resolution than
multi-ring events owing to MS-fit.

The vertex and angular resolutions are also estimated by using cosmic rays[90]. The vertex
is found to be shifted by 10 cm toward the particle direction only for data. In addition, the
angular resolution of the MC simulation is 1.6 degrees better than data. (The angular resolution
of the MC simulation is 2.5 degrees, and that of data is 4.1 degrees).

Muon momentum, angle, and g?

Figure 8.18 shows the p,, 6, and ¢* distributions of the FC 1Ry sample. The momentum
threshold is approximately 0.3 GeV/¢, and muons above 1 GeV/c are rejected by the FC require-
ment. Another feature of 1KT data is that the angular acceptance is larger than SciBar and
SciFi. Disagreements are observed in 6, < 20 degrees and ¢* < 0.1 (GeV/c)?. Since the muon
sample of 1KT has lower momentum than that of SciBar and SciFi, 6, of 1KT is larger for the
same ¢2, according to Equation (8.5).

8.5 Comparison of three detectors

In the following two sections, we compare the results of the CC event selection from each detector.
We discuss the coverage of p,, and 6, and the deficit in the low-¢? region.

8.5.1 Acceptance of muon

Figure 8.19 shows p, and 6, acceptance of each detector, estimated by MC simulations. The
acceptance is defined as the ratio of selected evens to generated events. SciBar and SciFi select
relatively large momentum and forward going muons, while 1KT covers low momentum and
wide angular region. Although SciFi seems to have some efficiency in p, < 0.4 GeV/c and
6, > 60 degrees in Figure 8.19, it comes from the hadron track misidentified as a muon track.
In general, muons from high energy neutrinos have small 6, and high p,, whereas those from
low energy neutrinos have large 6, and low p,, Therefore, SciBar and SciFi are efficient at
relatively high energy neutrinos, and 1KT is sensitive to low energy neutrinos. Due to the FC
requirement, 1KT does not have sensitivity to high energy neutrinos. Thus, these three detectors
are complementary to each other. Consequently, we deal with all data simultaneously to obtain
the neutrino energy spectrum.

>The coverage within one standard deviation of Gaussian distribution.
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Table 8.4:

FC

PC

single-ring 17.3

vertex [em] [ R ing 3311

17.3
35.3

angle [degree| single-ring 1.80

1.47

The vertex and angular resolution for each event type of 1KT.
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Figure 8.18: The p,, (left), 6, (center), and ¢* (right) distributions of the FC 1Ry sample of 1KT
before fitting. Open circles are data, boxes are MC simulation, and hatched regions are CC-QE
components. The error bars show statistical error only. The MC distributions are normalized
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8.5.2 Deficit in the low-g? region

All three detectors observe a lack of low-¢® events in 1-track and 2-track-nonQE samples com-
pared to the MC expectations. Figure 8.20 and 8.21 show ¢ and 0, distributions, respectively,
of these samples together with the ratio of bin-by-bin difference [(data — MC)/MC]. The in-
teraction channels of the MC simulation are indicated by the color of hatched regions. The
discrepancy of the ¢ distribution is seen in ¢? < 0.1 (GeV/c)? of Figure 8.20. On the other
hand, the disagreement on the 6, distribution of 1KT is observed in the different region from
those of SciBar and SciFi. The deficit of 1KT is seen in 6, < 20 degrees, while SciBar and SciFi
show the inconsistency in 6, < 10 degrees. Since the p, of 1KT is lower and the ¢ behavior is
the same, the difference in the 6, deficit is explained by the p, acceptance. Thus, the property
of the low-¢? deficit is consistent each other, and ¢? appears to be the quantity to express this
phenomenon.

We discuss what interaction channel is the source of the deficit. The behavior of the low-g?
part is very similar between 1-track and 2-track-nonQE samples. Since the CC-QE component
is only a little in the low-g? part of the 2-track-nonQE sample, the source is possibly the nonQE
mode. With our neutrino beam energy, the CC resonance production channel is dominant in
the nonQE-enriched sample. Therefore, it is the most probable source. The CC coherent pion
production mode is also likely to be the source, because this mode occurs only in the small
¢ region. Thus, these two channels are suspicious. We discuss the low-¢? properties later in
Section 8.8.

8.6 Strategy for spectrum measurement

We discuss the strategy for the determination of the neutrino energy spectrum at the near site.
As described in Section 8.1.2, we fit the (p,,0,) two-dimensional distribution with the MC
expectation, and we obtain the neutrino energy spectrum and the nonQE/QE ratio. Before the
fit, we have encountered the deficit of low-¢? events in all the detectors, and it could give a bias
to the measurement. In this section, we introduce the strategy of the analysis to avoid the effect
of the low-¢? deficit.

For neutrino oscillation analysis, we should use both the correct energy spectrum and the
reliable interaction model. We study them separately: first, the E, spectrum is determined by
the fit, and, second, the low-¢? region is tuned with the obtained spectrum.

Since the energy spectrum at the near site is the input to the neutrino oscillation analysis,
it should be determined unambiguously. Since we do not understand the source of the low-¢?
deficit clearly, the spectrum is determined without using forward scattering muons. When we
perform the fit without low-¢? events, a requirement on ¢ suffers from the uncertainty in the
py scale. Therefore, we use events with 6, > 10 degrees for SciBar and SciFi and events with
6, > 20 degrees for 1KT, based on the discussion in Section 8.5.2. We do not use any fitting
parameters relevant to neutrino interactions or low-¢? deficit except for the nonQE/QE ratio.
The detail of the fitting procedure is described in Section 8.7.1. We confirm the validity of the
6, cut by using toy Monte Carlo technique in Appendix C.

Since low-¢? events are not used in the fit, the validity of the result is not guaranteed to the
low-¢? region. It means that low-¢? events in SK may be abandoned. However, the lack of SK
statistics results in the significant loss of the sensitivity to the neutrino oscillation. Therefore,
we investigate the phenomenological suppression factor of low-¢? events in the MC simulation.
This study is based on the ¢? distributions of SciBar. We look for the suitable modification of
both the resonance production channel and the coherent pion production channel, which are the
suspicious sources of the disagreement as specified by Section 8.5.2. In the analysis of low-¢?
tuning, the free parameters in the spectrum fit are fixed at the best fit values obtained without
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Figure 8.20: The ¢? distributions of SciBar 1-track, 2-track-nonQE, SciFi (K2K-IIa) 1-track,
2-track-nonQE, and 1KT FC 1Rp samples. Open circles are data, solid lines are the MC
simulation. The color of a hatched region represents the interaction mode. Black, red, green,
blue and white are CC-QE, CC resonance production, CC coherent pion production, CC multi-
pion production, and NC interaction, respectively. The bin-by-bin ratio of the difference between
the data and the MC expectation [(data — MC)/MC] for each distribution is also shown.
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Figure 8.21: The 6, distributions of SciBar 1-track, 2-track-nonQE, SciFi (K2K-Ila) 1-track,
2-track-nonQE, and 1KT FC 1Rp samples. Open circles are data, solid lines are the MC
simulation. The color of a hatched region represents the interaction mode. Black, red, green,
blue and white are CC-QE, CC resonance production, CC coherent pion production, CC multi-
pion production, and NC interaction, respectively. The bin-by-bin ratio of the difference between
the data and the MC expectation [(data — MC)/MC] for each distribution is also shown.
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using forward going muons.

Finally, we apply the low-¢? correction, and do the fit again with the entire ¢ region.
During this fit, the neutrino energy spectrum remains unchangeable, but the nonQE/QE ratio
is variable. At last, the spectrum is validated for all events.

8.7 Determination of neutrino energy spectrum

We determine the neutrino energy spectrum at the near site without forward scattering muons.
The fitting procedure is summarized in Section 8.7.1, and the detailed description for each
detector is subsequently described. In Section 8.7.6, we show the results of the fit.

8.7.1 Fitting procedure

The neutrino energy spectrum is determined by fitting the two-dimensional distribution of p,
versus 6, with the free parameter of each F, bin content ( ff for i-th bin). The cross-section
ratio of CC-nonQE to CC-QE interaction (Rnqp) is also obtained simultaneously. We define
fj’ and R,qr as the weighting factors to the baseline MC simulation with the central value of
one. The MC data is divided into eight E, bins, and each of them is split into QE and nonQE.
The E, interval of each ff are listed in Table 8.5. The content in i-th p,, and j-th 6, bin of the
fitted MC histogram is expressed by

NMC 7, .7 ka; Nk QE i ]) +RDQE Ny nonQE(Z ])] (89)

where N%SE(Z', j) and N,i\frgnQE(i, j) are the bin contents of QE and nonQE distributions, re-

spectively, for k-th E, bin. We take the chi-square (x?) between the observed distribution,
N2 (; 5) and NMC(i, j). The event categories to be fitted are summarized as follows:

SciBar We use three event categories of 1-track, 2-track-QE, and 2-track-nonQE samples. The
experiment period is K2K-IIb only.

SciFi The event classification is the same as SciBar. In addition, there are three kinds of
CC event selection: K2K-Ib MRD-matching, K2K-Ib LG-stopping, and K2K-ITa MRD-
matching. In total, nine distributions are used.

1KT We use the FC 1Ry sample taken in K2K-Ib, K2K-ITa, and K2K-IIb runs.

In total, thirteen distributions are fitted at the same time. The PIMON result is also employed
as the constraint term on ff above 1 GeV. The x? to be minimized is defined as

X* = X&cisar + X&airi T XTkT + XPIMON (8.10)
where chiBar, chiFi, X%KT, and X%’IMON are chi-square from SciBar, SciFi, 1KT, and PIMON
data, respectively. They are defined in the following sections.

Some other fitting parameters are introduced to deal with the detector systematics such as p,,
scale and track finding efficiency. They are restricted within the systematic errors by additional
x? terms. The normalization factor for each detector is freely variable during the fit, because
the aim of the fit is to obtain only the shape of the spectrum. The overall normalization is given
by setting ff to unity (constant).

8.7.2 SciBar part
We describe (p,,0,,) distributions and the chi-square of SciBar.
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Table 8.5: The E, interval of each ff bin.
i 1 2 3 4 5 6 7 8
E, [GeV] | 0.0-0.5 0.5-0.75 0.75-1.0 1.0-1.5 1.5-2.0 2.0-2.5 2.5-3.0 3.0-

(P, 0,) distribution

The bin width of the (p,,0,) two-dimensional distribution is 0.1 GeV/c for p, and 10 degrees for
6,. Figure 8.22 shows the (p,,0,) two-dimensional distributions of the SciBar 1-track sample
for instance. The (p,,0,) distributions for the MC simulation are divided into eight F, bins
and two interactions.

The MC histograms for neutrino energy of E, = 1.5 GeV have additional event clusters
at p, ~ 0.5 GeV/c. They are hadrons mis-reconstructed as muons. The amount of hadron
contamination is affected by the uncertainties in the hadron production off a nucleus. If we
intensionally change pion absorption by +30%, pion inelastic scattering by +30%, and proton re-
scattering by +10%, the hadron contamination varies £10%. Therefore, we assign the systematic
error of 10% to the hadron component.

The bin contents of the MC distribution for each event category is given by

NP j) = PR S g [NUSAHG )+ B NESIEGL9) 1
NME QB (G, ) = PRGa" k;{i@%irk
X 28: e [N,ﬁngQt”k‘QE(i, §) + Ruqu - NI 20eQB j)} : (8.12)
N B ) _ PR PR - P

8
MC 2trk- E, . . MC 2trk- E, . .
Wi [N,c,QE HhenonQB(; ) 4 Ruqus - Ny okenonQB ])], (8.13)
k=1

pgciBar - pSciBar Pnsgrll%a}% /QE are fitting parameters. is the normalization

Norm ° © 2trk/1tr
: : : SciBar SciBar SciBar
factor, which is freely variable. Pyt Ttk and PHOHQE /QE are the parameters to vary R57 ltrk

PSciBar

where Norm

K and

and Rrslgln%é /QE3 within their systematic errors. In addition, the MC distributions are scaled

along the p, axis by
/ yn

Py = Dcitar (8.14)
Py scale
where Pps‘;g?g is a fitting parameter to vary the p, scale within its systematic error.

Definition of x?

The chi-square of SciBar (xZ.p,,) iS computed from the ratio of Poisson likelihood[91]. In

general, the likelihood of binned data n = (nq1,n9,...,ny) with expectation values u(0) at a
certain parameter set @ = (01,05, ...,0;) is given by
_ 7 1i(0)"™ expl—i(6)
fnipu(0) =] — , (8.15)
i=1 v

3R§f§1‘§7{trk and Rig;%‘é/QE are defined in Section 8.2.3.
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Figure 8.22: The (p,,0,) two-distributions of the SciBar 1-track sample. The area of each box
is proportional to the bin content. The topmost figure shows the observed data, and the others
are the MC simulation divided into each F, and each interaction.
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where N is the number of bins and M is the number of free parameters. Maximizing this
likelihood is equivalent to minimizing the quantity:

oy [Mik(9) _ al (0 — I
21 “Foin) _2;[;“(0) i+ il ok (8.16)

It is known to follow the x? distribution with (N — M) degrees of freedom in the large sample
limit. This method is more reliable than usual Peason’s x?:

N

2~ (ni — pi(0))?
X = ; pi(0) (8:.17)

especially if ;1;(0) is small. For the calculation of xZ.g,., we use (p,,0,) bins with at least five
entries. Systematic errors on hadron contamination assigned bin-by-bin are implemented by the
convolution of Equation (8.15) with Gaussian. If the MC prediction p (@) varies within the error
of o = (01,09,...,0n), the likelihood is expressed by:

fl(n;u(0);0) = Zﬁl/ooo\/%gi exp [_ (z —;:-?(o))z] gnie

Finally, the x? of SciBar is defined as

dx. (8.18)

/(Ndata,C; NMC,C; 0.)

> f
XSciBar = -2 In 1( nydata,C. nrdata,C.
210 i e, N o)

+ (P —(PHYTVL(P - (P)), (8.19)

where C runs ltrk, 2trk-QE, and 2trk-nonQE, and the second term constrains the systematic
parameters within their errors. P and (P) are the vectors of systematic parameters and their
central values, respectively, defined as

SciBar

-scale 1
P= 1;2%3/1;1{ (P) = [ 1.030 | . (8.20)
Pl e 0.967

The central values of PQS&ikB/aﬂrk and Pfgﬁ%% /QE Are not unity, because the proton re-scattering

cross-section is 13% smaller than the normal MC simulation (Section 5.2.5). V' is the covariance
matrix of P, expressed by

(0.027)2 0 0
V= 0 0.0026  —0.0027 | . (8.21)
0 —0.0027  0.0075
The (1,1) element is the systematic error on the momentum scale (Section 6.2.5). The other ele-
ments are the systematic errors on Rggfﬁtrk and Rrslgln%é /QE obtained from the errors estimated

in Section 8.2.3. The asymmetric error is averaged, and the correlation is taken into account.

8.7.3 SciFi part

The (p,,0,) distribution of SciFi is binned into the same momentum intervals as F, (Table 8.5)
for p, and every 10 degrees for 6,. The systematic errors on E}Y[RD, ELGand E{;Gdu“er are

- A -
separately taken into account by three fitting parameters, ng;gle, PE(C}I_FJQHSHY, and PE(C}‘_FC‘luster,

respectively. During the fit, Equation (8.6)—(8.8) for the observed data are modified into

K2K-Ib MRD-3D,1L: E, = ;""" + E]¢ + E% - PRAN iy + BN - PRia (8.22)

E-scale»
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K2K-Ib LG-Stopping: E|, = E;"" + E, ¢ + E;Gcuster 4 praiy (8.23)

G-cluster>
K2K-ITa MRD-3D: E), = BT 4+ BG4 Eplinrscibar . phIRD . paeit . (8.24)
The definitions of MC (p,,0,,) distributions are given by
8
MC,1trk: SciFi MC,1trk - MC,ltrk :
NMOAG gy = PRARE ST - NG, 5) + Ruge - Nyhonas(i)] » (8:25)
k=1
8
MC,2trk-QE (; SciFi MC,2trk-QE (- -
NMO2RQEG, ) — PR S g8 - [ e )
k=1
R§gg§;t SciFi MC,2trk-QE /. .
+ H{W(l — Prgeat) - Niqps (2, 7)
rescat
MC,2trk-QE ;-
+ Bagi - Moo )] (8.26)
8
k- .o iFi MC,2trk- E/ . .
NMO2RnQRG, ) = PR DAL - [NagE ™)
k=1
Rigita: SciFiy  ArMC,261k-QE . -
- Hw(l — Proseat) " Ni.qp (4,7)
rescat
MC,2trk-nonQE (;
+ RDQE : Nk,nonQrE nonq (7’7 ])] ) (827)
where P and PSAEE are fitting parameters. The overall normalization is adjusted by PGt
and the proton re-scattering cross-section is tuned by PS¢Fl The second terms in the summa-

tions of Equation (8.26) and (8.27) represent the migration between 2-track-QE and 2-track-
nonQE samples due to the proton re-scattering. Here, ngslf;t is the proton re-scattering prob-
ability in the CC-QE interaction, estimated to be 0.33 from the NEUT MC simulation. In
Section 5.2.5, the proton re-scattering cross-section is found to be (87 £ 10)% of our simulation
according to an electron scattering experiment. Therefore, the central value of PSSFL is set to
0.87 with the systematic error of 0.10.

The systematic error on the second track finding efficiency is taken into account. The

migration between the three categories is implemented by

NIMC’ltrk(i,j) =(1- 2Snccliljgff) . [NMC’Ztrk_QE(i,j) + NMC,Ztrk—nonQE(i’j)]’ (8.28)
k- .o iFi k- -
NMC2QB (5 5y — pScili . yMC2rk QB ;) (8.29)
NIMC,Ztrk—nonQE(Z-,j) — 2Snccliljgff . NMC,Ztrk—nonQE(Z-,j)’ (8‘30)
where PQSrfélféﬁ is the fitting parameter to vary the second track finding efficiency. The central
value of PZSIfé}_?e‘H is unity, and the systematic error on PZSIfé}_?e‘H is 5%.

Finally, the chi-square for the SciFi data is defined as

2 -9 N/MC,T,C (Z ) _ Nldata,’T,C (Z ) + Nldata,’T,C (Z ) In N/data,T,C (i, _])
XSciFi = E E E ) J ) J ) J _N/MC,T,C(Z' 7)
T C i ’

(chiFi _ (chiFi>)2

+ ; (o5CTFT)2 ’ (8.31)
T = {K2K-Ib-MRD, K2K-Ib-LG, K2K-Ila-MRD}, (8.32)
C = {1trk, 2trk-QE, 2trk-nonQE}, (8.33)
S = {E-scale, LG-density, LG-cluster, rescat, 2nd-eff}. (8.34)
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The first term represents the chi-square between data and the MC simulation based on Equation
(8.16). The second term constrains the systematic parameters. The central value ((P§%F!)) and
the systematic error (U%CIFI) of each systematic parameter are summarized in Table 8.6.

8.7.4 1KT part

Definition of x?

The bin width of the (p,,6,) distribution of 1KT is same as that of SciBar, except that the
events above 90 degrees are integrated into one angular bin. To implement the systematic error
on the muon momentum scale, the muon momentum of the MC simulation is modified into

1 Pu
Pu = pixT (8.35)
p-scale
IKT : IKT : 1KT
where Pp—scale is a fitting parameter. The central value of Pp—scale is unity, and the error, O scale’

is f%% The two-dimensional distribution of the MC simulation is given by

8
NMC(Za]) = Pl\lfgr?n ' Z flz5 ’ [N/i\f[gE + RHQE ’ NI??IS)HQE] ) (836)
k=1

where Pl\llf){r?n is a free parameter for normalization. The chi-square of 1KT is defined as

.. . 12 1KT 2
X2 — Z [Ndata(la]) B NMC(Z’J)] + (Pp—scale B 1) (8 37)
IKT = — — — , .
2 ToB (0, D T [0S )P + [omm G IP | (71502
where o3282(i, j) and oMS (i, ) are the statistical errors of data and the MC simulation, re-

spectively. The bin-by-bin systematic error, ogsyst(4,7), is also put into x?,p. The sources of
Osyst (7, 7) are summarized below:

Vertex reconstruction :
In cosmic ray data, a discrepancy of the reconstructed vertex position between data and the
MC simulation is found[90], and the difference is 10 cm. Therefore, the size and position
of the fiducial volume are changed by 10 cm, and the systematic error is estimated to be
the deviation of each bin content.

Angular resolution :
The angular resolution of data is worse by 1.6 degrees than the MC simulation (Section
8.4.2). We conservatively assign 2.0 degrees to the systematic error on the angular resolu-
tion. We smeared the 6, of the MC simulation by 2.0 degrees, and evaluated the systematic
error as the difference between before and after the smearing.

Ring counting :
To select single-ring events, we cut the ring counting likelihood, F, at zero. Since the F
distribution (Figure 8.16) shows a discrepancy between data and the MC simulation, we
change the cut position within the uncertainty of F, and quote the systematic error as the
fluctuation of each bin.

Particle identification :
The particle identification is applied to select a p-like ring. We remove this requirement
and quoted the systematic error as the difference.

The sum of the above errors is assigned to ogyst (7, 7).
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Table 8.6: The central values and errors of the constraint terms in chiFi.

Parameter Central value Error
P e 1.00 0.027
nggensity 1.00 0.10
PI_SJ(C}I—P(‘:lluster [GGV] 0.00 0.03
Pt 0.87 0.10
Pyileq 1.00 0.05

8.7.5 PIMON part

The information from PIMON is employed to constrain the E, spectrum shape ( fid’ ). From
the measurement of secondary pions above 2 GeV/c, we have obtained the spectrum shape of
E, > 1 GeV. Here, we express the PIMON spectrum as fiPIMON (i =4,5,6,7). The subscript ¢
indicates the same F, bin as fj’ . The eighth bin (f£™ON) does not exist, because the neutrino
flux above 2.5 GeV is integrated in the PIMON measurement. We set f IMON 4t unity so that

fPIMON 45 normalized with fj’ . Therefore, fF™ON is written as
GPIMON /g MC
PIMON _ ;
: = grvon gy (0= 56.7), (8.38)

where @ZPIMON and @%\AC are the neutrino fluxes of the PIMON measurement and the MC
simulation, respectively. The chi-square of the PIMON part is given by

2 L (J — fEIMONy?
— 13 13
XPIMON — Z (O_PIMON)Q ) (839)
i=5 i
where oP™ON ig the error on fF™ON_ In this equation, f{f is combined into f? . The input

values into Equation (8.38) and (8.39) are summarized in Table 8.7. The detail of the PIMON
measurement is described in Chapter 10.

8.7.6 Fit results

The minimum of the x? is searched for by using MINUIT[92], and the best parameter set is
determined. In this fit, the regions of 6, < 10 (20) degrees for SciBar and SciFi (1KT) are not
used because of the low-¢? deficit. Table 8.8 is the summary of the best fit parameters and 2.
The result from each detector only is also listed. Here, we call the spectrum fit with all detectors
“Merged fit” in contrast to the fit with each detector only. The goodness-of-fit is estimated from
the coverage of x? distribution above the best fit x?. Although the goodness-of-fit from the
merged fit is not sufficient, we use this E, spectrum for the study of the low-¢? deficit. The
validity of the spectrum is discussed after the low-¢? correction.

8.8 Low-q¢? tuning

We study the correction method of the low-¢? deficit. In this study, the neutrino energy spectrum
is fixed to the fit result in the previous section. From the discussion in Section 8.5.2, the possible
sources are CC resonance production and CC coherent pion production modes. We look for the
tuning method of each mode.
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Table 8.7: The input values to compute the chi-square of PIMON. The units of (IDZPIMON and

<I>%V[C are arbitrary.

E, [GeV] | 1.0-1.5 1.5-2.0 2.0-25  2.5-
(indexi) | (i=4) (i=5) (i=6) (i=71)
PIIMON 6.30 3.21 .01 0.427
PMC 6.19 3.35 1.05  0.396
PIMON =1 0941 0945  1.059
il I O

Table 8.8: Results from the F, spectrum fit without small angle. The best fit value and the
error of each parameter are listed. Chi-square, degrees of freedom (d.o.f.), and goodness-of-fit

are also shown. Nping is the number of bins in (p,,6,,) distributions used by the fit.

‘ Parameter ‘ Merged ‘ SciBar only SciFi only 1KT only ‘
? 0.784 + 0.364 =1 =1 1.413 4 0.418
s 1.012 £+ 0.086 | 1.181 +0.270 0.652 +0.284 1.136 =+ 0.102
e 1.119 £ 0.065 | 1.158 £0.144 1.369 £0.215 1.098 = 0.079
f =1 =1 =1 =1
? 0.901 £ 0.044 | 0.994 +0.085 1.020 +£0.132 0.856 & 0.078
e 1.069 +0.064 | 1.171£0.124 1.013 £0.117 0.936 £ 0.174
{4 1.334 £0.171 | 1.793 £0.306 1.279 £0.287 0.776 £ 0.670
i 1.041 £ 0.179 =1 1.102 4 0.207 =1
Ruqr 0.955 £ 0.045 | 1.073 +£0.104 0.983 +0.061 0.705 & 0.112
pciBar 1.012 £ 0.011 | 1.016 £ 0.011 — —
P 0.980 £ 0.003 | 0.983 + 0.005 — —
ek ek 1.043 £ 0.027 | 1.056 £ 0.029 — —
P on 1.121 £ 0.044 | 1.048 £ 0.059 — —
et 1.018 £ 0.032 — 0.963 + 0.066 —
Sl 0.952 £ 0.005 — 0.948 £ 0.006 —
P& ensity 0.956 + 0.014 — 0.952 + 0.014 —
PR uster 5.106 + 2.577 — 5.571 +2.673 —
pari. 0.966 + 0.016 — 0.965 £ 0.019 —
pcirt 0.951 + 0.057 — 0.942 + 0.060 —
JE 0.993 £ 0.025 — — 1.095 + 0.050
Pl 0.985 + 0.003 — — 0.986 =+ 0.006
X2oial/d-0.f. 538.5 / 479 | 209.5 /194  253.9 / 219 51.8 / 54
Goodness [%] 3.1 21.2 5.3 56.1
XZciar/Nbins | 219.4 / 204 | 209.5 / 204 — —
XZciri/Noins 258.4 / 232 — 253.9 / 232 —
X3/ Nbins 59.4 / 60 — — 50.8 / 60
XPrvon/Nbins 1.3/ 3 — — 1.0/ 3
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8.8.1 Tuning of CC resonance production

The CC resonance production channel is mainly intermediated by A(1232MeV). To see the ¢?

dependence of the deficit, therefore, we introduce qQA(1232), which is the squared four-momentum

transfer assuming A(1232) production. The definition of qQA( is same as Equation (8.4),

1232)
but the reconstructed neutrino energy is calculated by using 1232 MeV/c? for the mass of the

scattered hadron. Figure 8.23 shows the q2A(1232) distribution of the SciBar 2-track-nonQE

sample. The (Data-MC)/MC distribution shows a linear dependence from 0.0 to 0.1 (GeV/c)?,
and the resonance production component is nearly zero at g% (1232) = 0.0 (GeV/c)?. Therefore,
we introduce a suppression factor, F(g2,.), given by

2
Qirue 2
- 0< <A
Flghe) =4 A = fine

1 qhue > A,

(8.40)

where ¢2,,, is the MC true squared four-momentum transfer, and A is a cut off parameter. We
multiply it to the cross-section of the CC resonance production mode. Figure 8.24 shows a graph
of F(qfre)-

To find the best value of A, we compute chi-square of 6, distributions between data and the
MC simulation, and look for the minimum by scanning A. The fitted E, spectrum and R,q are
applied to the MC 0, distributions. We do not use ¢? distributions because ¢? is influenced by
the energy scale uncertainty. In this study, we use only the 1-track and 2-track-nonQE samples
of SciBar. The bin width of 6, distributions is 5 degrees. Figure 8.25 shows the 6, distributions
before the suppression (A = 0).

We minimize the chi-square of the 1-track sample (x?,,), that of 2-track-nonQE sample
(thrk_nonQE), and the sum of them (x? , + thrk_nonQE). The graphs of x? versus A are shown
in Figure 8.26, and the best values are summarized in Table 8.9 together with the default case.
Both two samples are consistent with each other, and the goodness of the combined result is
appropriate. Figure 8.27 shows 6, distributions in case of A = 0.101 (GeV/c)?. Data shows good
agreement with the MC simulation. On the contrary, the default case is strongly disfavored.
Thus, we use A = 0.1 (GeV/c)? for the oscillation analysis.

8.8.2 Tuning of CC coherent pion production

The coherent pion scattering events are concentrated in a low-¢? region. The shape of the cross-
section is very similar to the low-¢? deficit, as shown in Figure 8.28. Therefore, we multiply a
overall re-weighting factor, G, to the coherent pion production cross-section. In the same way
as the previous section, we look for the best G' by using the 60, distributions of SciBar 1-track
and 2-track-nonQE samples. Figure 8.29 shows the 6,, distributions in the default case (G = 1).

We scan G between —1 and 1, and find the minimum. Figure 8.30 shows the graph of x? for
each sample. The best G value and its x? is summarized in Table 8.10 together with the default
case. Although the physical region is G > 0, the best value of 1-track sample is significantly
smaller than zero. In addition, there is a conflict between 1-track and 2-track-nonQE samples.
However, the combined result is compatible with zero, and the x? is much better than the default
case (G = 1). Consequently, we employ G = 0 for the oscillation analysis.

8.9 Fit with low-g? correction

We confirm that each low-¢? correction method is satisfactory to the entire (pu,0,) region. We
use the F, spectrum fitting method again, but the spectrum ( ff) and energy scale parameters
are fixed to the best fit values without small angle regions (6,-cut result, Table 8.8).
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1 difference between

data and the MC simulation, (Data-MC)/MC, together with the CC resonance production
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sample (x?,,), and the center figure shows that of 2-track-nonQE sample (thrk_nonQE). The

right figure shows the sum of them (x?,,, + thrk_nonQE).

Table 8.9: The best cut off parameters A of CC resonance pion production channel. The default

case is also listed for reference.
Sample Combined 1-track 2-track-nonQE
Best A [(GeV/c)?] 0.101 10028 1 0.11470.037  0.08370:037
x?%/d.o.f. 29.6 /27 19.5 / 13 9.7 /13
Goodness [%] 33.1 11.0 71.6
Default A [(GeV/c)?] 0 0 0
XZ/d.o.f. 68.3 / 27 52.6 / 13 15.7 / 13
Goodness [%] 0.0019 0.00011 26.3
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Figure 8.27: The 6, distributions of SciBar 1-track (left) and 2-track-nonQE (right) samples

by applying the best cut off parameter (A

mode.

distinguished by the color of hatched areas.
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indicates the interaction channel. The fitted F, spectrum is applied to the MC simulation. The
lower figure shows (data — MC)/MC. The hatched region shows the contribution of the CC
coherent pion production.
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Figure 8.29: The 6, distributions of SciBar 1-track (left) and 2-track-nonQE (right) samples
before the suppression of CC coherent pion production mode. Open circles are data and solid
lines are the MC simulation. Interaction channels are distinguished by the color of hatched
areas.

Table 8.10: The best re-weighting factors (G) of CC coherent pion production channel. The
default case is also listed for reference.

Sample Combined 1-track 2-track-nonQE
Best G —0.04 £0.19 | —0.73 £0.27  40.50 £0.25
x%/d.o.f. 38.7 / 27 15.5 / 13 12.0 / 13
Goodness [%] 6.7 27.8 53.0
Default G 1 1 1
x%/d.o.f. 68.3 / 27 52.6 / 13 15.7 / 13
Goodness [%] 0.0019 0.00011 26.3
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Figure 8.31: The 6, distributions of SciBar 1-track (left) and 2-track-nonQE (right) samples
by applying the best re-weighting factor (G = 0) of CC coherent pion production mode. Open
circles are data and solid lines are the MC simulation. Interaction channels are distinguished by
the color of hatched areas.

The results for the suppression of the CC resonance production mode (A = 0.1 (GeV/c)?)
is summarized in Table 8.11. The goodness-of-fit is reasonable, and most of the parameters are
consistent with Table 8.8. For the elimination of CC coherent pion production channel (G = 0),
the fit results are summarized in Table 8.12. This result is also acceptable. For comparison, we
perform the fit without low-¢? suppression, and the results are summarized in Table 8.13. In this
case, the goodness-of-fit is worse by several orders of magnitude. Obviously, we cannot use the
MC simulation without low-g? correction for the oscillation analysis. We employ the suppression
of the CC resonance production channel by default, because it reproduce data better than the
removal of the CC coherent pion production channel. The suppression of the CC coherent pion
scattering channel is used for the systematic error estimation and for the comparison of the
results.

Figure 8.32, 8.33, and 8.34 show basic distributions of SciBar, SciFi, and 1KT, respectively,
at the best fit point with the suppression of CC resonance production channel. For SciFi, only
the K2K-ITa data is shown. All figures show good agreement between data and the best fit MC
simulation. Despite the fact that the suppression factor of the low-¢? region is obtained from
only SciBar data, the low-¢? distributions in SciFi and 1KT data are well reproduced by the MC
simulation. Consequently, the fit result reproduces data well, and the obtained F, spectrum is
appropriate for the neutrino oscillation analysis.
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Table 8.11: Results from the re-fitting with suppression of CC resonance production mode.

‘ Parameter ‘ Merged ‘ SciBar only SciFi only 1KT only ‘
Ruqe 1.020 & 0.032 | 1.135 £ 0.079 1.060 &= 0.048 0.881 =+ 0.054
JCiBar 0.994 + 0.011 | 0.995 £ 0.011 — —
Py ik 1.047 £ 0.026 | 1.059 + 0.028 — .
Py op 1.096 & 0.039 | 1.044 + 0.048 . -
P 0.983 £ 0.017 — 0.965 + 0.024 —
pPycitis 0.954 + 0.013 — 0.948 +0.014 .
Pt 0.923 + 0.055 — 0.906 + 0.058 _
Pltem 0.973 + 0.016 — — 1.030 + 0.025
X2/ d-O-L. 638.1 / 609 | 2535 /244 3053 / 279 702 / 84
Goodness [%] 20.0 32.4 13.4 85.9
XZcigar/Nbins | 255.9 / 248 | 253.5 / 248 — —
X%ciFi/NbinS 306.0 / 283 — 305.3 / 283 —
X1/ Noins 74.9 / 83 — — 68.9 / 83
Xprvon/Noins 1.3/ 3 - o 13/ 3

There is an adverse point that the R,qr value is significantly different between the three
fitting conditions (6,-cut, the suppression of resonance production channel, and the removal of
coherent pion production mode), as listed below.

Removal of coherent mode
1.059 £ 0.033

‘ 0,,-cut
RuqE | 0.955 +0.045

Suppression of resonance mode

1.020 £ 0.032

The maximum difference is 10%, whareas the fitting error is at most 5%. Therefore, we add the
systematic error of 0.1 to RyqE.

In the oscillation analysis, both the best fit values of fid’ and R,qr and the error matrix are
employed, so that correlations between parameters are taken into account. Since ff is fixed
during the fit with the low-¢? correction, we use the error matrix obtained by the fit without
small 6,. The systematic error on Ruqr (£0.1) is added to the matrix including the correlation.
For the central value of R,qg, we use the best fit value with the low-g? correction. Table 8.14
shows best fit values, errors, and components of the error matrix in case of the suppression of
the CC-resonance production mode. Figure 8.35 shows the obtained FE, spectrum at the near
site. In this figure, each bin content is generated randomly many times according to the best fit
values and the error matrix, and its mean and standard deviation are illustrated.
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Table 8.12: Results from the re-fitting with suppression of coherent pion production mode.

‘ Parameter ‘ Merged ‘ SciBar only SciFi only 1KT only ‘
Rnqe 1.059 & 0.033 | 1.135 £ 0.076 1.037 =0.048 1.039 £ 0.063
NaBar 0.994 £ 0.011 | 0.994 + 0.011 — —
Py e 1.054 + 0.026 | 1.062 + 0.028 — _
picibar ok 1.109 & 0.039 | 1.075 & 0.048 — -
Prt 0.965 £ 0.017 — 0.975 +0.023 —
Py g 0.959 + 0.013 — 0.962 + 0.014 _
rescat 0.907 % 0.056 — 0.917 £ 0.057 _
Plonn 0.968 £ 0.015 - - 0.974 £ 0.023
X /A0 667.1 / 606 | 265.1 /244  315.8 / 279 84.7 / 81
Goodness [%] 4.3 16.8 6.4 36.7
X2opa/Noins | 266.2 / 248 | 265.1 / 248 — —
XZciri/Nbins 316.0 / 283 — 315.8 / 283 —
Xtxr/Noins 83.5 / 80 — — 83.4 / 80
X%IMON/Nbins 1.3 / 3 — - 1.3 / 3

Table 8.13: Results from the re-fitting without any low-¢? suppression.

‘ Parameter ‘ Merged ‘ SciBar only SciFi only 1KT only ‘

Ruqr 0.883 £ 0.027 | 0.981 £0.065 0.922+0.040 0.757 & 0.045

QCiBar 0.994 + 0.011 | 0.994 £ 0.011 — —
Py e 1.049 + 0.026 | 1.062 + 0.028 — —
Py on 1.148 + 0.040 | 1.094 = 0.049 _ o
PRoim 1.057 £ 0.018 — 1.035 £ 0.024 —
Pyilia 0.977 + 0.013 . 0.970 + 0.014 _

rescat 0.986 + 0.053 — 0.967 = 0.055 _
Pl 1.031 £ 0.015 - - 1.089 + 0.024
X2/ do.L. 758.3 / 606 | 297.3 /244  353.8 / 279 96.5 / 81
Goodness [%] 0.0023 1.1 0.16 11.5
Xecigar/Nbins | 299.9 / 248 | 297.3 / 248 — —
XZciri/Nbins 354.8 / 283 — 353.8 / 283 —
Xicr/Nbins 102.3 / 80 — — 95.2 / 80
X%IMON/Nbins 1.3/ 3 — — 1.3/ 3
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Figure 8.32: SciBar p,, 6, and q¢? distributions for each event category at the best fit point with
the suppression of CC resonance production mode. Open circles are data with their statistical
error, and solid lines are the best fit histograms. CC-QE components are shown by hatched
areas.
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Figure 8.33: SciFi p,, 0, and ¢? distributions for each event category at the best fit point with

the suppression of CC resonance production mode. Only K2K-IIa data is shown.
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Figure 8.34: 1KT p,,
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Figure 8.35: The fitted E, spectrum at the near site. Crosses are the best fit results and the
solid line is the baseline MC simulation.
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Chapter 9

Number of Events in Near Detector

We measure the number of events at the near site, NI?I']’)S, to estimate the expected number of
events in SK. We use the 1KT detector to obtain Nﬁ%s. Therefore, we denote Nl‘\}k]’Ds by N{JI%ST
hereafter. We first describe the outline of the event selection. We present the basic distributions,

and evaluate several quantities to obtain fo%?r. Finally, we estimate systematic errors of NfIEST.

9.1 Outline

9.1.1 Suitable detector for event rate measurement

We discuss what detector is the most suitable for the measurement of the neutrino event rate.
Since the detection technique of 1KT is same as SK, the response to each interaction channel
is very similar. Therefore, most of the systematic errors on neutrino interactions for SK and
1KT are canceled out each other, when we compute the expected number of SK events. On
the other hand, NC interactions are hardly observed by SciFi, while SK and 1KT have finite
efficiency in NC. The SciFi prediction accordingly has the error on the NC cross-section. For
SciBar, the neutrino interaction target is (CH),, whereas that of SK is H,O. Therefore, the
neutrino-nucleus cross-section is slightly different. In addition, if SciBar attempts to select NC
interactions, the contamination of sky-shine neutrons etc. are the source of the systematic error.
Although sky-shine neutrons also strike 1K'T, these backgrounds is negligible because the fiducial
volume is sufficiently shielded by water. For those reasons, we employ only 1KT data to measure
the number of events in the near detector.

9.1.2 Event rate measurement

The event selection criteria of 1KT is already described in Section 8.4.1. In contrast to the
measurement of the neutrino energy spectrum, we use all the events reconstructed in the fiducial
volume to obtain an inclusive event rate. In other words, we do not impose the cut on the number
of rings nor the particle identification.

We derive the formula to evaluate the number of events in the fiducial volume of 1KT
(Nf}%?’r) In the early stage of the event selection, the number of FADC peaks is required to be
one, because of the following two reasons:

e 1KT often observes two or more detector activities within a beam spill, called “multiple
events”. The fraction of spills with multiple events is approximately 10%.

e 1KT cannot separate two events within a beam spill.

Therefore, we count the number of total FADC peaks (N'%2!) and the number of single-peak

peak
events (Ngeak), and we obtain N°PS. by multiplying the ratio between N;gfflf and N;}eak to the
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number of selected events (NJ¢...):

total
k 1
N{)I}?F = le%lT : Np% - Crulti - m (-Cr59), (9.1)
peak

where the definitions of C\11i, BBa, and C7_,9 are:

e Coui @ The correction factor to the ratio N;gfj(l /Ngeak, since multiple events are sometimes

misidentified as the smaller number of events due to the overlapping of FADC peaks.
e Rpg : The fraction of backgrounds.

e (7,9 : The scaling factor for missing bunches in May and June 2000. In this period,
eighth and ninth bunches were not recorded by the FADC, due to the disorder of the
timing generator for the FADC.

Each factor in Equation (9.1) is evaluated in Section 9.3.

9.2 Basic distributions

Figure 9.1 shows the vertex distributions of 1KT events. We select the events within the fiducial
volume defined as R < 2 m and —2 < Z < 0 m, where R is the distance from the beam axis and
Z is the position along the beam direction originating at the tank center. The definition of the
fiducial volume is illustrated in Figure 8.14.

Figure 9.2 shows the neutrino detection efficiency as a function of F, since January 2000.
The efficiency is defined as the ratio of the number of reconstructed events to the number of
generated events in the fiducial volume by using the MC simulation. The lower edge of the
efficiency curve is owing to the FADC threshold. The overall efficiency is obtained to be 71%
for 1999 data! and 75% for the others.

Figure 9.3 shows the stability of the event rate. The event rate is defined as the number
of events normalized by the muon yield measured by MUMON-SSD. If Figure 9.3 is projected
onto the vertical axis, the distribution has the standard deviation of 1.6%. The stability of the
neutrino flux is also confirmed by MRD with the standard deviation of 1.4%.

9.3 Correction factors

9.3.1 Multi-event correction

The multi-event correction factor, Ciu, is evaluated by the MC simulation. Multiple events
in a spill are generated by the simulation, and the behavior of the FADC is reproduced. By
comparing the number of peaks with the number of generated events, C1;; is estimated to be
1.008.

9.3.2 Background estimation

Possible background sources are cosmic rays and neutrino induced muons coming from outside.
For only 1999 data, there were some reflection of PMT signals at the electronics. Therefore, we
also estimate fake events due to them.

In November 1999, one fourth of the cables to the FADC were not connected by mistake. For this reason, the
efficiency is lost by a few %.
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Figure 9.1: The vertex distributions of 1IKT. The horizontal axis of the left figure is R, and that
of the right one is Z. The target mass for each bin is corrected. The slope in the R distribution
comes from the beam profile.
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Figure 9.3: The event rate stability of 1KT. The horizontal axis shows month. The event rate
is normalized by MUMON-SSD signal (muon yield). The interval between red lines corresponds
to 1.6%, which is the standard deviation of the event rate.
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Cosmic rays

The contamination of cosmic rays is estimated by the randomly triggered data. The neutrino
event selection criteria is applied to this data, and the fraction of the contamination is obtained
to be 1.0% in the fiducial volume.

Neutrino induced muons

Neutrino induced muons are produced in the materials around 1KT. Some of them enter 1KT
and satisfy the event selection criteria. Since most of the incoming muons penetrates the outer
detector (OD), OD hits are visually inspected by physicists. As a result, the contamination of
neutrino induced muons is estimated to be 0.5%.

Reflection of PMT signal

In 1999 data, there exist fake events due to the reflection of PMT pulse at the electronics. The
fraction of these events are estimated to be 2.6%. Since buffer amplifiers were installed to the
electronics after the 1999 run, fake events have disappeared since then.

9.3.3 Scaling factor from 7 to 9 bunches

In May and June 2000, eighth and ninth bunches were sometimes lost because of the unstableness
of the timing generator for the FADC. Therefore, we use the first to seventh bunches for the
analysis in this period. The number of events are scaled by the correction factor C7_,9, which is
estimated from the spills recorded properly.

9.3.4 Summary

The results of the N{JI%ST measurement and the input values to the Nfﬁ?r calculation are listed in
Table 9.1. Since the diameter of the target and the horn current in June 1999 is different, the
event rate is smaller than the other periods.

9.4 Systematic errors

The systematic errors on the 1KT event rate are summarized in Table 9.2. The total systematic
error is approximately 5%. It is dominated by the uncertainty of the fiducial volume. Each
systematic error source is described below.

Fiducial volume

The performance of the vertex fitter has been studied using cosmic ray muons[90]. The recon-
structed vertex is found to be biased by 10 cm. This bias changes Nfﬁ?r by 3.2%.

If the center position of the fiducial volume is varied by +50 cm, the number of events
changes by 2%. If the radius of the fiducial volume is increased by 20 cm or 40 cm, the number
of events per unit mass varies by 1%.

These errors are quadratically summed, and the systematic error on the fiducial volume is
obtained to be 4.0%.

Energy scale

The uncertainty in the energy scale of 1KT is +3% —2%. It affects the threshold of the FADC
peak (1000 photo-electrons). The systematic error from this effect is estimated to be +0.3%.
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Table 9.1: The summary of the number of events in 1KT. A right arrow means that the value

is same as the left column

Period Jun.’99 Nov.’99 Jan.-Mar.’00 May.—Jun.’00
Run K2K-Ia K2K-Ib — —
Target diameter 2 cm 3 cm — —
Horn current 200kA 250kA — —
POT ikt [x10%] 2.60 2.62 8.90 5.59
# total peaks (Nggg?{l) 109119 118321 417841 203133
# single peaks (Ngeak) 89782 96304 331021 170115
Backgrounds (Rpg) 0.031 — 0.015 —
Multi-event corr. (Cryyiti) 1.008 — — —
7-t0-9-bunch corr. (C7_9) — — — 1.283
# selected events (N3} 4282 4923 17136 8672
# observed events (N2%:) 5088 5914 21481 13194
Event rate [/10'% POT] 1.96 2.26 2.41 2.36
Period Jan.—Jul’01 Jan.-Jul.’03  Oct.’03-Feb.’04

Run K2K-Ib K2K-ITa K2K-ITb

Target diameter 3 cm — —

Horn current 250kA — —

POT kT [x10%] 23.22 21.62 17.15

# total peaks (Ngg;il) 1095658 1031754 795046

# single peaks (Ngeak) 876113 814085 634066

Backgrounds (Rpq) 0.015 — —

Multi-event corr. (Cpyuiti) 1.008 — —

7-t0-9-bunch corr. (C7_,9) — — —

# selected events (N5elp) 45579 43462 34271

# observed events (N2%:) 56608 54703 42676

Event rate [/10'% POT] 2.44 2.53 2.49

FADC fluctuation

The long term fluctuation of the FADC pulse height is measured to be approximately 10%. This
fluctuation changes N{’I'%ST by 0.8%. It is assigned as the systematic error.

FADC threshold dependence

The FADC peak counting efficiency with various FADC threshold setting from 200 to 1800 photo-
electrons are evaluated. Since the efficiency deviates by 1.5%, it is quoted as the systematic error.

Background

The statistical errors on the measurement of the background rate are 1.0% for 1999 runs and
0.5% for the others. Therefore, these numbers are quoted as the systematic error.

Multi-event correction

We assign the statistical error on Cyyy; as the systematic error on N{’Ik;sT.
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Table 9.2: The summary of the systematic errors on the number of interactions in 1KT. The
right arrow means that the value is same as the left column.

Period Jun.’99 Nov.’99 Jan.—Mar.’00  May.—Jun.’00
Run K2K-Ia K2K-Ib — —
Fiducial volume 4.0% — — —
Energy scale 0.3% — — —
FADC fluctuation 1.0% 1.4% 0.8% —
FADC threshold 1.5% — — —
Background rate 1.0% — 0.5% —
Multi-event corr. 0.7% — — —
Stability 1.6% — — —
Beam profile 0.3% — — —
7-t0-9-bunch corr. — — — 1.2%
Total 4.8% 4.9% 4.7% 4.9%
Period Jan.—Jul.’01 Jan.—Jul.’03  Oct.’03—Feb.’04
Run K2K-Ib K2K-ITa K2K-IIb
Fiducial volume 4.0% — —
Energy scale 0.3% — —
FADC fluctuation 0.8% — —
FADC threshold 1.5% — —
Background rate 0.5% — —
Multi-event corr. 0.7% — —
Stability 1.6% — —
Beam profile 0.3% — —
7-to-9-bunch corr. — — —
Total 4.7% 4.7% 4.7%

Stability

Since the stability of NfI'%ST is 1.6%, we quote it as the systematic error.

Beam profile

Figure 9.4 shows the beam profile measured by 1KT?2. The Y profile has a discrepancy between
the data and the MC simulation, while the X profile shows a good agreement. The difference
of the Y profile center is approximately 20 cm. If we shift the fiducial volume by 20 c¢m, the
number of events changes by 0.3%. Therefore, we use this number as the systematic error.

Correction from seven to nine bunches

The correction factor, C7_,9, for the data taken in May and June 2000 has the statistical un-
certainty of 1.0%. If this correction is applied to another period, the event rate differs by 0.4%.
In addition, the requirement of Npeax = 1 is affected, if eighth and ninth bunches are missing.
Therefore, we masked eighth and ninth bunches of the FADC data for another period, and the

2For the profile measurement, we use another fiducial volume, which is the 6m-high and 6m-diameter cylindrical
volume orienting the same way as the 1KT tank, and the effective target mass for each bin is corrected.
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Figure 9.4: Beam profile measured by 1KT. The upper figure shows horizontal profile, the lower
one shows vertical profile. Crosses are the data and boxes are the MC simulation.

effect is estimated to be 0.6%. We assign the systematic error on C7_,9 as the quadratic sum of
these uncertainties (1.2%).
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Chapter 10

Extrapolation of Neutrino Flux from
ND to SK

Since the neutrino flux does not follow L2 law at the near site due to the long decay volume,
we evaluate the ratio of the neutrino flux between Super-Kamiokande (SK) and the near site
(ND), Rp/n(Ey). It is utilized to the following two purposes:

e Extrapolate the energy spectrum from ND to SK.
e Estimate the expected number of SK events from the number of observed events in 1KT.

In the following sections, we give an overview of the Rp/y(E,) analysis, describe the PIMON
measurement, and evaluate the systematic error of Rp/n(Ey).

10.1 Overview

The Far/Near flux ratio, Rg/n(Ey), is calculated with a (ps, ;) two-dimensional distribution
for parent pions, because of their simple two-body decay kinematics. Here, p; is the pion
momentum, and 6, is the pion angle with respect to the beam. The pion monitor (PIMON)[21]
(Section 3.2.5) measured the distribution of pions above 2 GeV/e¢, which corresponds to the
neutrino energy (E,) above 1 GeV. Using the PIMON data, we confirm that the beam MC
simulation is valid. We use the verified MC simulation for the central values of Rg/y(E,), and
we employ the error of the PIMON measurement for the systematic error of RF/N(E,,) above
1 GeV. The systematic errors below 1 GeV are estimated from the uncertainty in the pion
production model etc.

10.2 PIMON measurement

The PIMON measurements have ever been performed twice, in June 1999 and November 1999,
because the horn configuration was different between them. The former was done with the
single-bunch operation of 7 x 10'% protons per pulse (ppp), while the latter was done with the
nine-bunch operation of 7x 10" ppp. In the both cases, the proton intensity is lower than the
normal run (~ 6 x 10'2 ppp), because the Cherenkov light is too intense to keep the response
linearity of the PMTs. In June 1999, the PMT saturation existed, but it was not in November
1999 by adjusting the PMT gain. The configuration of PIMON is summarized in Table 10.1.
We took data with nine sets of refractive indices (n). To obtain a finer Cherenkov image,
we shifted the PMT array by a half PMT interval in each index and took data. Additional
data with the mirror directed off from the PMT array (mirror-off data) were taken in order to
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Table 10.1: Summary of the configuration of the PIMON measurements.

Jun. 1999 Nov. 1999

Target diameter 2cm 3cm
Horn current 200kA 250k A
Beam intensity 7x1010 7x101
Number of bunches 1 9
Refractive index 9 points 9 points
PMT gain 300 20 or 50
PMT saturation exist none

subtract background. The background coming from a electro-magnetic shower is estimated from
the MC simulation which is tuned by the data of the lowest refractive index. Figure 10.1 shows
the Cherenkov light distribution for each refractive index after the background subtraction in
November 1999 data.

We obtain the (py, ;) two-dimensional (2D) distribution by applying a x? fitting method to
Cherenkov light distributions (Figure 10.1). The 2D distribution is binned into 5 x 10: five bins
in p, above 2 GeV/c with 1 GeV/c step (pr > 6 GeV/c is integrated), and ten bins in 6, from
—50 mrad to 50 mrad with 10 mrad step. The free parameters of the fit are contents of each
bin in the 2D distribution. The fit result for the November-1999 run is shown in Figure 10.2.

From the obtained (p;, 0;) distribution, the E), spectra for both ND and Super-Kamiokande
(SK) are evaluated by using the MC simulation. Ry, y(E,) is then calculated by taking the ratio
between the spectra of ND and SK. The results are shown in Figure 10.3. The systematic errors
on the PIMON measurement are included in the error bars of the figure. The MC simulation,
based on the Cho-CERN pion production model, is consistent with the PIMON measurement.
Therefore, we use this model to estimate the central value of Rp/n(E,). For the errors of
Rp/n(Ey,) above 1 GeV, we employ the PIMON result.

The major sources of the uncertainties in the Far/Near ratio are estimated as follows:

Low intensity during the PIMON measurement :
The effect from the beam profile difference due to the lower beam intensity than the normal
run.

Wavelength dependence of the refractive index :
The difference of the MC simulation between with and without the wavelength dependence
of the refractive index.

Beam stability :
The effect from the fluctuation of the proton beam center during the PIMON run.

Radial asymmetry of the horn magnetic field :
The uncertainty in the non-uniformity of the horn current.

Fitting method :
The difference between the pion production models for the MC simulations used in the fit.

In the oscillation analysis, these errors are taken into account including the correlation between
E, bins. The detail descriptions of the systematic errors are found in [21, 22].
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Figure 10.2: The fit result of (p;, 6,) distribution for November 1999 run. The left figure shows
the bin content of each bin, and right figure shows the fitting error.
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Figure 10.3: Energy spectra and Far/Near flux ratio measured by PIMON. The upper half
figures are the results for the June-1999 run, and the lower are those for the November-1999
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Table 10.2: Error matrix of the Far/Near ratio since November 1999. Each value in the row,
“Error”, is the square root of the diagonal element.

E, [GeV] 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5 2.5-
Error 0.026 0.043 0.065 0.104 0.111 0.122
0.0-0.5 6.6x10* —2.7x10~* 0 0 0 0
0.5-1.0 —2.7x10° % 1.8x1073 0 0 0 0
1.0-2.5 0 0 43x1073 5.7x107* —3.2x107* —-1.6x103
1.5-2.0 0 0 5.7x107™% 1.1x107%2  9.1x1073  2.5x1073
2.0-2.5 0 0 —-32x107* 9.1x10°? 1.2x1072 5.2%x1073
2.5- 0 0 —1.6x1073 25x107%  52x1073  1.5x1072

10.3 Error matrix of the Far/Near ratio

The error matrix of the Far/Near ratio for E, > 1 GeV is obtained from the PIMON measure-
ment. Since PIMON is insensitive to the neutrino energy below 1 GeV, the error matrix in this
region is separately estimated with another method.

10.3.1 Error matrix below 1 GeV

Errors on Rp/n(Ey) below 1 GeV are estimated from four sources: the uncertainty in Sanford-
Wang fitting, the difference of the target of past measurements, kaon contributions, and the
uncertainty in the primary proton beam profile. The error matrix for £, < 1 GeV is the sum
of the contributions from these error sources. The detail of the calculation is described in [22].

10.3.2 Full error matrix

The error matrices from the PIMON result (£, > 1 GeV) and the above method (E, < 1 GeV)
are combined without any correlation between them. The full error matrix is shown in Table
10.2. This is used for the oscillation analysis.
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Chapter 11

Far Detector Analysis

We describe the event selection of Super-Kamiokande (SK). It is based on two techniques. One
is the timing synchronization with the accelerator, and the other is the atmospheric neutrino
event selection[11]. We select the events that are fully-contained (FC) in the inner detector (ID)
of SK. In addition, their vertices are required to be inside a certain fiducial volume. Figure 11.1
shows a typical event display of SK. We measure the number of observed events (Ng}%s) and the
reconstructed neutrino energy (FE5°°) of single-ring p-like (1Ru) events, where EX°¢ is defined by
Equation (2.2).

In Section 11.1, we describe each selection step and the basic performance of SK. Since
the number of ID PMTs for SK-II is about a half of that for SK-I, we confirm whether the
performance of SK-IT is comparable to SK-I. We evaluate the systematic errors on Ngﬁs and the
1Ru event selection in Section 11.2.

11.1 Event selection

11.1.1 Outline

To synchronize an SK event with a neutrino beam spill, we use the UTC! time stamps of both
the beginning of beam spills (Tkgk) and SK events (Tsk) recorded by GPS systems. We define
the time difference between Tk and Tsk as

AT = TSK — TKEK - TOF, (11.1)

where TOF is the time-of-flight of neutrinos from KEK to SK (=~ 833 usec). K2K events satisfy
0.0 < AT < 1.1 psec, which is the duration of the beam spill. Since the duty cycle of the beam
is 1.1[psec]/2.2[sec] = 0.5x1076, the timing information reduces background events by six orders
of magnitude.

In the meanwhile, we select fully-contained events reconstructed in the fiducial volume
(FCFV) corresponding to 22.5 ktons, by using an analysis algorithm similar to the atmospheric
neutrino study[11]. The outline of the analysis is summarized as background rejection, event
reconstruction, and FCFV selection.

Possible background sources are listed below:

e Cosmic ray muons coming from outside.
e Decay-electrons from stopping cosmic rays in ID.

e Low energy gamma rays (< 10 MeV) from radon in the water or surrounding rock.

!Universal Time Coordinated.
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Figure 11.1: A typical event display of SK.

e Flashing PMT events due to electric discharges of dynodes.
e Atmospheric neutrino events.

Almost all of them except for atmospheric neutrinos are excluded by the FCFV event selection.

The event reconstruction method is almost same as 1KT. The reconstruction algorithm
consists of vertex fitting, ring counting, and particle identification. The performance of the
reconstruction is described in Section 11.1.3.

11.1.2 Each reduction step

The detail of each event selection step is described. Since the number of ID PMTs for SK-II is
about a half of that for SK-I, some of the selection criteria are different between SK-I and SK-II.

Good beam spill

The condition of the beamline data and the GPS system are inspected, as described in Section
7.2.

Rough timing cut

We select the events with |AT'| < 500 psec. This time window is thousand times larger than
the duration of the beam spill.

High energy trigger

Event taken by the high energy (HE) trigger are used. The trigger threshold is 31 (16) hit PMTs
within 200 nsec time window corresponding to 50-100 (20-50) photo-electrons for SK-I (SK-II).
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Decay-electron cut

Cosmic ray muons stopping inside the tank usually produce electrons through their decays (life
time ~ 2 psec). Since these electrons are often identified as neutrino events, we remove events
if there are any detector activities within 30 usec before them. Not more than 1/1000 of the
events are lost at this step.

Total photo-electron cut

To reject low energy backgrounds such as gamma rays from radon or surrounding rock, more
than 200 (94) photo-electrons for SK-I (SK-II) are required to be observed within 300 nsec time
window (Figure 11.2). This threshold corresponds to about 20 MeV/c for electrons and about
190 MeV/c for muons.

Flashing PMT cut

There are some flashing PMTs due to sparks inside the PMTs. Since a flashing-PMT event
often looks like a neutrino event, we require the following criteria to remove it.

1. Maximum photo-electron cut :

Since the signal from a sparking PMT is very large, PEyax/PFE300 < 0.2 (0.4) are required
for SK-I (SK-II). Here, PEnay is the maximum number of photo-electrons among the
PMTs, and PFE3p is the number of total photo-electrons within 300 nsec time window.

2. Timing distribution cut :

Most of the flushing events make relatively broad hit timing distributions. We search for
the minimum number of hits within 100 nsec sliding time window (N ) from the range
between 300 nsec and 800 nsec after the trigger. We select the events with N/l =< 15 (20)
for SK-T (SK-II). If the number of ID hits is less than 800, events with NI > 10 are
rejected.

3. Goodness of fit :
If the number of ID hits is less than 500 (250) for SK-I (SK-IT), we use the goodness of fit
from a vertex fitter. The goodness is required to be more than or equal to 0.4.

Outer detector cut

Cosmic rays coming from outside are removed by outer detector (OD) information. The number
of hits in the largest OD cluster is required to be less than 10 hits, as shown in Figure 11.3.
In addition, if the number of hits within 800 nsec time window is greater than 50, the event
is rejected. These requirements effectively select FC events. Since the PMT density of OD is
unchanged, the cut threshold for SK-II is same as that for SK-I.

Visible energy cut

Since the total photo-electron cut is ambiguous about energy, we remove the events with
E,is < 30 MeV, as shown in Figure 11.4. Here, Eyi; means visible energy which is the sum
of electron-equivalent energy for each ring. The conversion factors from PMT charge to Eyig
are separately prepared for SK-I and SK-II. The threshold of E;s (30 MeV) corresponds to the
muon momentum of 197 MeV/c.
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Solid lines show data, and hatched areas show the neutrino MC simulation. The lower limit of
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MC simulation is due to outgoing muons from ID.
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Scanning

The selected events are visually scanned to make sure whether the selected events are really neu-
trino events. Although a few flashing-PMT events remain here, they are removed by scanning.

Fine timing cut

To select the events synchronized properly with the accelerator, we impose the timing cut:
—0.2 < AT < 1.3 usec. Since the uncertainty of the UTC time stamp is less than 0.2 usec, the

time window has 0.2 psec margins before and after the beam.

Fiducial volume cut

The reconstructed vertex is required to be within the fiducial volume defined as Dy, > 2.0 m,
where Dy, is the distance from the vertex to the nearest surface of ID. It corresponds to water
mass of 22.5 ktons. Figure 11.5 shows a schematic drawing of the fiducial volume, and Figure

11.6 shows Dy, distributions.

11.1.3 Event reconstruction

The event reconstruction procedure is almost same as 1KT. We introduce the outline of the
procedure, and confirm that the performance of both SK-I and SK-II are appropriate for the

oscillation analysis. Each reconstruction process is itemized below:
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Figure 11.5: A schematic drawing of the fiducial volume of SK.
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Auto-Fit

Using the charge information from each PMT, the direction and the outer edge of the most
energetic ring are obtained, and the vertex is determined by the timing information. If the
Auto-fit of SK-I with a simple extension of PMT density is applied to SK-II, the performance is
not sufficient. Therefore, the edge finding method for SK-II is improved. Figure 11.7(left) shows
the vertex resolution of Auto-fit for each particle type. The same performance is obtained for
electrons, and the performance of SK-II for muons is better than that of SK-I in spite of the less
PMT density. The vertex resolution is less than 1 m for both SK-I and SK-II.

Ring counting

This process searches for the other rings by using the charge pattern, and counts the number
of rings (Nying). Single-ring events are separated from multi-ring events by a ring counting
estimator (F). If there is another ring, F takes a positive value. This algorithm is simply
extended to SK-II. The condition of a single-ring event is F < 0. Figure 11.8 shows the
comparison of F distributions between SK-I and SK-IT using the MC simulation. Single-ring
events are sufficiently separated from multi-ring events. Although the peaks of SK-II are slightly
closer to zero, the separation power remains almost unchanged.

Particle identification (PID)

The reconstructed rings are divided into two particle types, p-like and e-like, by using the ring
image and the opening angle. The same process is applied to SK-II. Figure 11.9 shows the mis-
ID probability of each particle type estimated by the MC simulation. The mis-ID probability
is a few % level, which is sufficient for the charged-current event selection. The performance of
SK-II is comparable to that of SK-I.

MS-fit for single-ring event

MS-fit is a more precise fitter than Auto-fit, which is applied to only single-ring events. It uses
the PID information in addition to the charge and the timing. The same algorithm is utilized
for SK-II. Figure 11.7(right) shows the vertex resolution of MS-fit for each particle type, and
Figure 11.10 shows the resolution of momentum and angle. Only a small deterioration is seen in
the vertex and angular resolution of SK-II. However, SK-II suffers a decline of the momentum
resolution from the reduction of the PMT density, because the momentum is almost linear to the
total charge. Nevertheless, the momentum resolution of SK-IT is several % level. Consequently,
the momentum and angular resolution of both SK-I and SK-II are satisfactory to observe the
FE, spectrum distortion.

11.1.4 Basic distributions

The number of selected events for each category is summarized in Table 11.1. The MC expecta-
tion, which is evaluated in the next chapter, is also listed. The number of total observed events
are 107, while the expectation in the null oscillation case is 150.9. The number of 1Ry events is
57. The interpretation of the results is discussed in the next chapter.

The event selection efficiency as a function of E, is shown in Figure 11.11. Here, the efficiency
is defined as the ratio of FCEF'V events to generated events within the fiducial volume using the
MC simulation. The efficiency curves are almost same between K2K-I and K2K-II. The overall
efficiency for K2K-I and K2K-IT are 77.1% and 78.2%, respectively. Regardless of the reduction of
PMTs, the efficiency for K2K-II is higher than that for K2K-I. This is because the improvement
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Table 11.1: The number of events observed in SK.

K2K-I K2K-I1 Total
Data | MC | Data | MC | Data | MC
Total 55 79.1 52 71.8 107 | 150.9

-~ Singlering | 33 | 489 | 34 | 451 | 67 | 94.0
 4like | 30 | 449 | 27 | 405 | 57 | 854
- elike | 3 | 4.0 7 | 45 ] 10 | 86
L Multi-ring 22 [ 302 | 18 | 267 | 40 | 56.9
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Figure 11.11: Event selection efficiency as a function of E, for K2K-I (left) and K2K-II (right).

of Auto-fit, and because the vertex shift effect toward the ID wall is slightly different due to the
decrease of the PMT density.

Figure 11.12 shows AT distributions. K2K events cluster within the beam timing window.
Figure 11.13 shows AT distribution with fine binning. The nine-bunch structure of the beam
is seen. It indicates the sufficient precision of the GPS system. Figure 11.14 shows the vertex
distributions. There are no clusters nor voids. Figure 11.15 shows the number of SK events as a
function of the accumulated protons on target (POT). The Kolmogorov-Smirnov (KS) test[93]
is performed between data and a proportional relation, and it shows the agreement with 78.6%
probability.

Figure 11.16, 11.17, and 11.18 show p,,, cosf,, and E;¢ distributions, respectively, of 1Ry
sample, where p, is the muon momentum and 6, is the muon angle with respect to the beam.
Although we do not discuss the difference between data and the MC simulation until the next
chapter, cos @, clusters around one as we expect. The KS test is applied to the observed E}*
distributions between K2K-I and K2K-II, and they are found to be consistent each other with
the probability of 77%.

11.2 Systematic uncertainties
We evaluate the systematic errors on the energy scale, Né’I"(S, and the 1Ru event selection.
11.2.1 Energy scale

Calibration sources

The energy range of the K2K neutrino events is widely spread from a few 10 MeV to a few GeV.
To check the absolute energy scale in this range, four kinds of calibration sources are examined.
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Figure 11.15: The number of SK events as a function of POT. Dots are data and the solid line
is proportional to the average event rate. The KS probability that data obey the solid line is
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Figure 11.17: cos 6, distributions of SK 1Ry sample. The legend is same as Figure 11.16.

143



K2K-1+2 FC 22.5kt 1ring p-like

16}
K2K-1 FC 22.5kt Iring p-like K2K-2 FC 22.5kt Iring p-like 14F
7r 12+ + K2K data
ok + K2K.2 data — MC no osc.
- 10 S oY | B MC Am® =2 x 10° eV?
e no osc. H [ 2 -3 2
+ K2K-1 data 5f | 444 MC Am®=2 x 107 eV2 ! - MCAm“"=3x10" eV’
B — MC no osc. 2_ 3 2 8
———————— MC Am’ =2 x10° eV? T MCAmT=3x107 eV
— MCAm’=3x10%eV? | 4[ 6

M 1 111

T

1 1

0 1 1
0 05 1 15 2

L L 0 1 1
25 3 35 4 45 5 0 05 1

1
1.5 2
EvV® (GeV)

0
0 05 1 15 2 25 3 35 4 45 5
Ev™

L . .
25 3 35 4 45 5
EvV® (GeV)

(GeV)

Figure 11.18: EJ®¢ distributions of SK 1Ry sample. The legend is same as Figure 11.16.

. Decay electron
For the energy region of a few tens of MeV, decay electrons from stopping cosmic rays are
employed. The mean value of the energy spectrum of Michel electrons is compared with
the MC simulation.

. 7!'0 mass

Invariant mass distribution of 7° events produced by atmospheric neutrino interactions
are used to check the energy scale around 135 MeV (7° mass). We check whether the
invariant mass distribution of 7% agrees with the MC simulation.

. Cherenkov angle of stopping muon
For cosmic ray muons less than 350 MeV/¢, we estimate the muon momentum from the
Cherenkov angle, and compare it with the momentum measured by the event reconstruc-
tion algorithm. The ratio of the reconstructed momenta between the two methods is
compared between data and the MC expectation.

. Track length of stopping muon
For a stopping cosmic ray track longer than 7 m (p, > 1.7 GeV/c), we calculate the ratio of
the reconstructed momentum to the track length, and compare it with the MC simulation.

Figure 11.19 shows the summary of absolute energy scale for each of SK-I and SK-II. The

difference between data and the MC simulation is within 1.8% (1.9%) for SK-I (SK-II).

Time variation

In addition to the above calibration sources, the time variation of the energy response is moni-
tored. The RMS of the deviation is 0.9% for both SK-I and SK-II.

Summary

Finally, we take the quadratic sum of the difference from the MC simulation and the RMS of
the time variation. The systematic errors on the absolute energy scale is quoted as 2.0% (2.1%)
for SK-I (SK-IT). These errors are summarized in Table 11.2.
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Figure 11.19: Measurements of the absolute energy scale of SK-I (left) and SK-II (right). The
horizontal axis shows muon momentum in log scale, and the vertical axis represents fractional
difference between data and the MC simulation in percent.

Table 11.2: The summary of the systematic errors on the absolute energy scale.

Source Difference from MC Time variation Total
SK-I 1.8% 0.9% 2.0%
SK-IT 1.9% 0.9% 2.1%

11.2.2 Uncertainties of the total number of events

We evaluate the uncertainties of the total number of events (Nsk). Each error source is described
below.

Fiducial volume cut

Since there are two vertex fitters, Auto-fit and MS-fit, the number of events in the fiducial volume
is compared between the two. When they are applied to the 1Ry sample of atmospheric neutrino
data, the difference in data-to-MC ratio is 2%. Therefore, it is assigned as the systematic error.

OD cut

The number of hits in an OD cluster is compared with the MC simulation by using the partially-
contained sample? of atmospheric neutrino data. The discrepancy between data and the MC
simulation is 15% (30%) for SK-I (SK-II). If OD cut threshold is changed by 15% (30%), the
number of events in the K2K MC simulation varies 0.2% (0.4%) for K2K-I (K2K-IT). We quote

it as the systematic error.

Energy scale

Since a lower limit is imposed on Fyig, the threshold is shifted by the systematic error on the
energy scale to evaluate the systematic error. As a result, the number of events in the MC
simulation changes 0.1% for both K2K-I and K2K-II.

Ring counting

Since FEyis is the sum of the electron-equivalent energy in all reconstructed rings, the Eyis cut is
affected by the ring counting process. Using atmospheric neutrino data around Ejis >~ 30 MeV,

*Events with outgoing muons from ID.
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we estimate the difference of ring counting estimator (F) between data and the MC simulation.
If F of the K2K MC simulation is shifted by the difference of F, Ngk changes 0.1% at most.

Decay-electron from an invisible muon

If a muon below the Cherenkov threshold is produced by the neutrino beam, its decay-electron
may be detected as the neutrino interaction. The uncertainty in this kind of events is estimated
to be 0.1% by using the MC simulation.

MC statistics

The statistical error of the MC simulation is 0.6% for both K2K-I and K2K-II. Therefore, we
quote it as the systematic error.

Summary

The quadratic sum of the above errors is 2.4% for both runs. To be conservative, we assign 3%
as the systematic uncertainty in Ngk.

11.2.3 E,-dependent errors on the single-ring u-like sample

To study a spectral distortion, reconstructed neutrino energy (E%*¢) of the 1Ry sample is used.
Therefore, we evaluate the systematic errors related to the E, shape. The neutrino energy is
divided into six bins, and the systematic error of each bin is estimated, as listed in Table 11.3.
The total error is quadratic sum of the error on each source described below.

Fiducial volume cut

As stated in the previous section, the systematic error on the fiducial volume cut is 2.0% (2.1%)
for K2K-I (K2K-II). We put this error into each F, bin.

Ring counting

The ring counting estimator (F) of atmospheric neutrino data is compared with the MC simu-
lation in the energy range up to several GeV. The difference of the peak position between data
and the MC simulation is regarded as the systematic error on F, and the estimator F of the
K2K MC simulation is shifted by this error. The deviation in each E, bin is calculated and
quoted as the systematic error.

Particle identification

The systematic error on the separation into p-like and e-like is estimated in a similar way to
that on the ring counting. The difference of the particle identification likelihood between data
and the MC simulation are obtained from an atmospheric neutrino sample. The effect of the
difference is estimated from the K2K MC simulation, and regarded as a systematic error.

Pion contamination

A 1Ry event induced by a charged pion is a systematic error source, since the particle identi-
fication likelihood of a charged pion is slightly different between data and the MC simulation.
By using the atmospheric neutrino data, we select the lower energy ring of the event with two
p-like rings, because this ring is mainly created by a charged pion from the CC resonance pro-
duction channel. We found that the particle identification likelihood of data is shifted by 8%
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Table 11.3: The summary of the systematic errors on 1Ry events of SK.

E, [GeV] 0.0-05 05-1.0 1.0-1.5 1520 2025 25—

Fiducial volume [%)] 2.0 2.0 2.0 2.0 2.0 2.0

K2K-I | Ring counting [%] 2.9 2.3 2.8 4.3 4.3 4.3
Particle ID [%)] 0.7 0.3 0.5 0.4 0.4 0.4

7+ contamination [%] | 0.5 0.0 0.0 0.0 0.0 0.0

Total [%] 3.7 3.0 3.4 4.9 4.9 4.9

Fiducial volume [%)] 2.1 2.1 2.1 2.1 2.1 2.1

K2K-II | Ring counting [%] 2.6 2.2 7.9 7.5 7.1 7.1
Particle ID [%)] 2.5 0.9 0.6 0.5 0.5 0.5

7+ contamination [%] 1.2 0.0 0.0 0.0 0.0 0.0

Total [%] 4.5 3.2 8.2 7.8 7.4 7.4

from the MC simulation. When the particle identification estimator of the K2K MC simulation
is shifted by 8%, the number of 1Ry events of K2K-I (K2K-II) varies 0.5% (1.2%). Since most
of the pion-induced rings are reconstructed as E*¢ < 0.5 GeV, we assign 0.5% (1.2%) to the
systematic error on the 0.0 < E, < 0.5 GeV bin for K2K-I (K2K-II).
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Chapter 12

Neutrino Oscillation Analysis

We compare SK data with the expectation from ND measurements and study muon neutrino
oscillation by using a maximum likelihood method. Using the reconstructed energy (E}°¢) of
the single-ring p-like sample (1Ru), we investigate the E,-dependence in the disappearance of
muon neutrinos (v,). In the meantime, by comparing the number of SK events (N$Z) with the
expectation from the 1KT measurement, the deficit of the total v, flux is tested.

In this chapter, we define the likelihood for the neutrino oscillation analysis. We then
maximize it, and obtain the best fit oscillation parameters. We evaluate the probability for the
null oscillation hypothesis and the allowed region for the oscillation parameters by using the

likelihood ratio method.

12.1 Definition of likelihood

We give an outline of the likelihood function in Section 12.1.1, and we describe the detail of
each term in Section 12.1.2 — 12.1.4.

12.1.1 Outline

The likelihood function to be maximized is defined as
L(Am?,sin? 20, f) = Eshape(AmZ,sin2 20, f) X Luorm(Am?,sin? 20, f) x Lsyst (f), (12.1)

where Lghapes Lnorms and Lgyg; are likelihood functions for the spectrum shape, the number of
events (Ngk ), and the constraint on the systematic parameters (f), respectively. The parameter
set f is introduced to represent the variations of physical quantities within their uncertainties.
The oscillation parameters, Am? and sin® 26, are free parameters.

The summary of each term is itemized below.

E;°¢ shape term

The E}*° spectrum shape term, Lgpape, is expressed as the product of the probability density at
the B} for each 1Ry event:

NlRp, NlR,u,

K2K-Ib K2K-II
Lanape = |[ PDRUE[; Am?,sin20,f) x [[ PDFu(EfS; Am?sin®20, f),  (12.2)
i=1 i=1

where Ng(};fé_lb and Ng;fé_ﬂ are the number of 1Ry events in K2K-Ib! and K2K-II, respectively,
and E;°¢ is the E° of i-th 1Ry event. The probability density functions, PDF; and PDF,

"We do not use K2K-Ia data for the shape analysis, because the E, spectrum for K2K-Ia is not understood
well.
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represent the E7°¢ distribution of 1Ry events for a certain oscillation parameter set. Since the
number of PMTs is different between SK-I and SK-II, the probability density functions are
different. In Section 12.1.2, we describe the definition of the probability density function.

Normalization term

The normalization term, Lyom, for the number of events is given by the Poisson probability to
observe N°PS events if the expected number of events is NP:

[N®P(Am? sin? 20; £)]V°™

Nobs] - exp[= NP (Am?,sin” 20; f)], (12.3)

Lnorm =

where N°P and N®P are summed up for all experiment periods. The expected number of SK
events is estimated from the number of 1KT events by Equation (2.4). In Section 12.1.3, we
define N®*P and discuss the systematic error.

Constraint term for systematic parameters

The constraint term, Ly, restricts the systematic parameters, f, within their systematic errors
assuming the Gaussian probability. The contents of f are

_ E (NC pF/N 1 pE-scal 1 rE-scal
f=(f9, fronQE gNC fF/N gesir ghiscale pesicrn pHoscale pnotm = gnorm, = guomm ) (12.4)

where each component is summarized below:
o The E, spectrum measured by ND.
fronQE [ ¢NC . 0CnonQE/CC-QE and NC/CC-QE cross-section ratios.

I, The Far/Near flux ratio.
fesrx The detection efficiency of single-ring u-like events in SK for each E, bin.
X takes I and II, representing SK runs.
flscale The energy scale of SK.
Kok The number of events predicted by 1KT and the MC simulation.

X takes Ia, Ib and II, representing experimental periods.

Each systematic parameter is defined as the ratio of the target quantity to the prediction from
the baseline MC simulation. Therefore, each systematic parameter is varied around unity within
its error.

12.1.2 E’*° shape term

Probability Density Function

The probability density function for Lgape is written as
PDFy (E';sin® 20, Am?, f)

z/dE;rue-@SK(E,Eme;AmQ,sin2 20,£)> o (B, f) - rH(EFS B, f), (12.5)
7

where each term is defined as:

E'™¢ : The true neutrino energy.
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®sk : The v, energy spectrum at SK including the oscillation effect.

A Index of each neutrino interaction channel.
ol :  The neutrino-nucleus cross-section.
rf . The detector response function representing the probability density to observe

the 1Ry event as E[°° if the true neutrino energy is E5"¢.

We describe the detail of each term in Equation (12.2). The neutrino flux ®gxk is defined as

s (B Am?,sin? 20, f) = f7 - ;7 -

S P(ES Am? sin® 20) - @3N (EJM),  (12.6)

where 7 and j are corresponding energy bin indexes of the ND energy spectrum (Table 8.14)
and the Far/Near flux ratio (Table 10.2), respectively. P is the neutrino oscillation probability
written as

1.27 - Am? - L
1—gin220-sin2 22— —" ~ C
P(E™®; Am?, sin? 26, f) = S 20 s e (12.7)
1 NC,

where L = 250km is the neutrino flight distance. @%%?kA is the neutrino flux predicted by the
MC simulation.
The neutrino cross-section term o7 is defined as

(B, f) = [T MO, (128)

14
where f7 is a fit parameter to vary the cross-section for each interaction channel, and oM is
the neutrino cross-section evaluated by the MC simulation. The definition of f7 is

1 T =CC-QE
fF={ fronQE 7 — CC-nonQE . (12.9)
fNe T =NC

Since fr°"QE ig determined by the ND spectrum analysis?, it varies around the best fit value in
terms of the error matrix together with ff. The error on f"°"QF ig approximately 11%. The
central value of the NC cross-section parameter fNC is unity, and the error is 15%. The error
of fNC is the compilation of the error on the NC single-n® measurement by 1KT (11%)[94] and
the error on the other NC channels (30%).

The detector response function 77 is estimated by the MC simulation. To implement the
energy scale error of SK, the reconstructed neutrino energy for rZ is scaled by fﬁgg?le.

Probability density function from Toy-MC

Figure 12.1 shows PDF'x in the case of no oscillation. The systematic parameter f is randomly
generated within its error many times, and the mean and the standard deviation of each bin of
PDFx are plotted in this figure. Figure 12.2 shows the contribution of each systematic error
source to PDFx. The error is dominated by the SK energy scale.

2In Chapter 8, f“onQE is denoted by R.qE-

150



0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

g
0\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\
0.5 1 1.5 2 25 3

Ev'®

o

35 4 4.5 5

GeV

Figure 12.1: The probability density function for the £} shape likelihood without an oscillation.
Each error bar shows the standard deviation of each bin, if the systematic parameter set f is

varied within its error.
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Figure 12.2: Contributions of each systematic error to the E7° shape. Filled boxes are systematic
errors from a specified error source, and open boxes are total errors. The vertical axis shows the
relative error to PDF. The E[°° of each observed 1Ry event is shown by the arrow.
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12.1.3 Normalization term
The Number of Events for Likelihood Function

The likelihood function for normalization is already given by Equation (12.3). We define N°P
and N®*P as follows:

N = NSk 1a + N + Mgk = 107, (12.10)
NP (Am?, sin? 20; f) = N 1. (Am?, sin? 20; f)
+ Nore 1, (Am?, sin® 20; f) (12.11)

+ NIe<XZII)<-II(Am2a sin” 20; f),

where each experimental period is indicated by the subscript. We treat K2K-Ia, K2K-Ib, and
K2K-IT separately.
The expected number of events with neutrino oscillation is written as

N (Am?,sin? 20; f) = fROW - (NP ) kok-x

/dElt/rue . (I)IS(I%K—X(EZtlrue; Am2, sin2 20’ f) . Z UI(Elt/rue’ f) . ng-x(Ezt,me)
T

X
[ B S ) Y B ) - ()
T

. Msk POTEZEA
Mgy POTREX

Cy., (12.12)

where the definition of each term is
KoK x : Defined by Equation (12.4)
(N9 ) k2k-x : The number of events in 1KT.

O k) :  The neutrino flux at SK (1KT) defined by Equation (12.13) and (12.14)
below.

ol Defined by Equation (12.8).
. x@axr) i The detection efficiency for SK (1KT) estimated by the MC simulation.
Mgk ixTy:  The fiducial mass of SK (1KT), which is 22.5 ktons (25 tons).

POTIS{I%I({I'%T) : The number of protons on target for SK (1KT).

Cy. : The correction for the electron neutrino component in the neutrino beam.

Here, @gI%K‘X and @?ﬁ%‘x are defined as
P(Etrue. A 2 2 20) - (I)QOOkA Ftrue X =1

EZX(7iroe; A2, sin? 29, ) = 4 L (L3 A sint20) - @G () Y (12.13)
Equation (12.6) X =1b,1T,
P200kA (Etrue) X =1Ia

OREN(ET £ =4 45T (12.14)
v f7 - DA (e X =1b,II,

where @%%O%A (CI)%%O%A) is the neutrino flux obtained from the MC simulation for the horn current

of 250kA (200kA). Finally, we evaluate the value of C,, . If the v, component is taken into
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account in the MC simulation, the number of events in SK increases 0.6% and that in 1KT
increases 1.3%. Therefore, we obtain

Cy, = 1.006/1.013 = 0.996 . (12.15)

Effect of systematic parameters

We discuss the contribution of each systematic parameter to N**P. Some systematic errors on
NP are expected to be canceled out, since f¢ and fZ are common to both the numerator and
the denominator of Equation (12.12). To see this effect, we vary systematic parameters by small
amount:

fiqﬁ N fi¢+Afi¢7 (12.16)
ff/N N fJE/NJFAff/N’ (12.17)

The second line of Equation (12.12) becomes

INZ A FF/N AT
/dElt/rue-(I’s (1+f—J;) (1+fj;.w)'2(l+f—fl—)'gl'egl(
A Zf (12.19)
/dE,tf”e - ®yxr - (1 + 0 —5 ) Z(l + 7) -0l - ey
Ao FIN  AfT
/dE't’me (P Y (14 f]; * fJ;/N * fé )0 - ek
T
~ NN . (12.20)
/dElt,me-‘IhKT'Z 1+W+7)'UI‘5%KT
T

Here, the product of two small numbers is neglected. We then make substitutions as follows:

N3 = /dE,Eme-%K-ZoI-egK, (12.21)
T
NYG = /dEzt,me - QT - Z o” etk (12.22)
T

and Equation (12.20) is approximated by

NS 1 tru Afe AN AT 1o
N%(% 1+N¥<C-/dEV e-(ﬁsx'z Iz + FEIN + iz o

1 A ¢
T VMC '/dEtrue Pk - Z( ! >'UI'6%KT] (12.23)
1KT
MC
= e 1AV 4 a4 a7 (12.24)
1KT
AfFIN Py - o
AFIN = /dEff”e- K (12.25)
fF/N Z Né\i[(()
ad = [ gmire. Z Dsi -0l el Pikr ol - gy (12.26)
NMC NMC )
SK 1KT
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AF/N represents the effect of the uncertainty in the Far/Near ratio, which contributes NP
linearly. For A% and A, on the other hand, contributions from SK and 1KT are partly canceled
out each other. Cancellations are not perfect due to:

e The difference of the energy spectrum times the efficiency curve (QSK(H{T) . egK(lKT))
between SK and 1KT.

e The difference of the detection efficiency for each interaction channel between SK and
1KT.

e The oscillation parameter set (Am?, sin?20) because of the distortion of ®gk.

Consequently, uncertainties in N**P are properly taken into account including the complicated
error cancellation. Since the detector response of 1IKT is the most similar to SK among near
detectors, the error cancellation effect is maximized by using 1KT data for the N®P estimation.

Systematic errors on the number of events

We first evaluate the systematic error on frop",. Since the systematic parameters for the

ND spectrum (f¢) and the Far/Near flux ratio (f*/V) are not implemented in Nggy ;,, the
systematic uncertainties from f? and ff¥/N are put into the error on JK9% - The systematic
error on each source is summarized in Table 12.1. The statistical error on the 1IKT measurement
is £1.5%. The systematic uncertainties in the event selections of 1KT and SK are already
described in Section 9.4 and 11.2, respectively. The uncertainty in Nyay 1, from the neutrino
energy spectrum is estimated to be 9.3%. The systematic errors due to CC-nonQE/CC-QE and
NC/CC cross-section ratios are +1.6% —2.4% and £0.2%, respectively. The error on the POT
correction comes from the spills when SK is alive but 1KT is not taking data. This error is

written as
POTsk — POT kT

POT kT

where AS is the stability of the 1KT event rate. Since the fluctuation of the event rate is within
6%, we use this value as AS. In total, the systematic error on Ny g . is obtained to be +17.6%
-14.9%.

By using Equation (12.12), the central value and the error of Niop ;. are calculated to be
4.57 +0.80 —0.68 events in case of null oscillation. Although N5} ;. depends on (Am?,sin? 20),
the error on Ny 1. stays at +0.80 —0.68 event during the fit because the error cancellation is
not considered.

For the errors on fR9i’y, and fRoy’, the uncertainties in the Far/Near flux ratio, the
neutrino energy spectrum, and the cross-section for each interaction channel are treated in
Equation (12.12). Therefore, the errors on RO, and fR9"; are the quadratic sum of the other
uncertainties, which are the 1KT event selection, the SK event selection, the POT normalization,
and the statistics. Errors on frSi and fRoef; are summarized in Table 12.2.

We then evaluate the central value of NP its total error, and the contribution from each
systematic parameters in case of null oscillation. The systematic parameters (f) are randomly
generated many times within their systematic errors, and N®® for each parameter set is com-
puted. The distribution of N®*P is shown in Figure 12.3. The mean value of the N**P distribu-
tion is 150.9, and the standard deviation of the asymmetric Gaussian fitted to the distribution is
+11.5 —10.1. The mean and the standard deviation for either of K2K-I or K2K-IT are summa-
rized in Table 12.3. The contribution from each systematic error source is obtained by varying

AS, (12.28)
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Table 12.1: Errors on the number of expected events in K2K-Ia.

1KT statistics +1.5%
1KT event selection +4.9%
SK event selection +3.0%
Energy spectrum +9.3%
Far /Near ratio +13.6%  9.9%
CC-nonQE/CC-QE ratio | +1.6%  —2.4%
NC/CC-QE ratio +0.2%
POT correction +0.9%
Total +17.6% -14.9%

Table 12.2: Errors on froily, and fro-

K2K-Ib (fRor’)  K2K-IT (fR5%)
1KT statistics +0.4% +0.4%
1KT event selection +4.7% +4.7%

SK event selection +3.0% +3.0%
POT correction +0.6% +0.3%
Total +5.6% +5.6%

each systematic parameter one by one, and summarized in Table 12.4. Owing to the error can-
cellation, uncertainties from the neutrino energy spectrum ( ff) and the cross-section for each
interaction channel (f"°"QF, fN©) are much smaller than the other parameters.

12.1.4 Constraint term for systematic parameters

Each systematic parameter is supposed to distribute as a Gaussian with the standard deviation
of the error. Therefore, the constraint term (Lgys;) for the systematic parameters is given by

(AfNC)Q
o

x exp [—LAFFIN - (MFIN)L AFFI] (12.29)

Esyst = exp |:_tAf¢,n0nQE . (M(b,nonQE)fl . Afd),nonQE _

(Af{5x)? (AR (AR5 )
X exp[ Z 2(UESK—X)2 Z 2(051—53%le)2 Z 2(0%021“{2)()2 ’
where Af is defined as
Af=f-{f), (12.30)

which is the deviation of f from its central value (f). For f®"onQE and f¥ /N the correlations
between parameters are taken into account by using the error matrices®, M®onQE and MEF/N
The central values and the errors for the systematic parameters are summarized in Table 12.5.
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Figure 12.3: Distribution of N®*® in case of null oscillation, when the systematic parameters are
randomly generated within their errors. The distribution is fitted with an asymmetric Gaussian.

Table 12.3: The number of expected events in SK assuming the null oscillation. The definition
of the error is the standard deviation from the fit with an asymmetric Gaussian to a NP

distribution.
INExP Error Nobs
Total 150.9 +11.5 (+7.7%) -10.1 (-6.7%) 107
K2K-I 79.1 +6.1 (+7.7%) 5.4 (-6.8%) 55
K2K-II 71.8 +5.9 (+8.2%) 5.1 (-7.1%) 52

Table 12.4: Contribution from each systematic error source to the expected number of events in
SK assuming null oscillation.

Error

Others (fRo%"x)

Far/Near flux ratio (

Neutrino energy spectrum ( ff)
CC-nonQE/CC-QE and NC/CC-QE (fronQE, fNC)

7Ny

+7.7 (+5.1% 7.5 (-5.0%
+1.0 (+0.7% -0.9 (-0.6%

+7.6 (+5.0% 7.7 (-5.1%

Total

( ) (-5.0%)
( ) (-0.6%)
+0.7 (+0.5%) 0.8 (-0.5%)
( ) (-5.1%)
( ) (-6.7%)

+11.5 (+7.7%) -10.1 (-6.7%
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Table 12.5: Summary of the central values and the errors for the systematic parameters. If a
parameter is correlated with another, the square root of the diagonal element is written as the
error.

Center Error Center Error
F? (0,005 Gev) 0.784  +0.366 T (0.0-0.5 Gev) | 1.000  40.037
£ (0.5-0.75 Gev) 1.012  40.098 5T (05-1.0 Gev) | 1.000  £0.030
F2 (07510 Gev) 1.119  40.067 T o5 Gevy | 1.000  £0.034
ff (1.0-1.5 GeV) 1.000  £0.000 T 520 Gev) | 1.000  £0.049
18 (15-2.0 Gev) 0.901  +0.044 FET (2025 Gevy | 1.000  +0.049
F& (2025 Gev) 1.069  +0.065 fEKT (25 Gev —) 1.000  +0.049
? (25-3.0 GeV) 1.334  40.171 Jflscale 1.000  +0.020
F& 3.0 Gev ) 1.041  +0.179 SKI (0.0-0.5 Gev) | 1.000  40.045
fronQE 1.020  £0.109 fSK T 05-1.0Gev) | 1.000 =40.032
fNC 1.000  40.153 I (o5 Gev) | 1.000  £0.082
f1 N (0.0-05 Gev) | 1.000  £0.026 T (1520 Gev) | 1.000  £0.078
f FIN (0510 Gev) | 1.000  £0.043 I (2025 Gev) | 1.000  £0.074
13 FIN G015 Gev)y | 1.000  40.065 ¥ @5 Gev—) | 1.000  £0.074
i FN " 520060 | 1000 £0.104 Eescale 1.000  £0.021
f5 (2 0-2.5 Gev) | 1.000  +0.111
TN g5 Gev—) | 1.000  40.122
I%%%I—lla 1.000 J—rgﬁgg (m)
faomm 1.000  +0.056
norm, 1.000  +0.056

12.2 Fit results

12.2.1 Best fit parameters

The maximum of the likelihood L is searched for, and the best fit parameters are obtained to
be
(Am?, sin®20) = (2.2x1072 [eV?], 1.5). (12.31)

The best sin? 20 value is higher than the upper limit of the physical condition (0 < sin?260 < 1).
If sin? 20 is restricted within the physical region, the best fit parameters are

(Am?, sin®20) = (2.8x1072 [eV?], 1.0). (12.32)

The best fit parameters are summarized in Table 12.6 together with the best fit parameters for
only the E'°° shape. In addition, the best parameters for either of only K2K-I or K2K-II data
are determined and summarized in the same table. For the fit results in the physical region,
the best fit values are almost independent of fitting conditions. Since the normalization term
Lnorm 1S a single Poisson probability, the fit result using only the normalization cannot determine
two parameters simultaneously. The consistency of the fit with only the normalization term is
discussed later.

3M#monQF i obtained from the ND spectrum analysis (Table 8.14), and M*/¥ is evaluated from the PIMON
measurement and the Beam-MC simulation (Table 10.2).
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12.2.2 Basic distributions and quantities

Figure 12.4 shows E7°¢ distributions at the best fit point in the physical region for the K2K-I4I1
data set [Equation (12.32)]. In addition to the best fit case, the spectra in case of null oscillation
[(Am?,sin?20) = (0, 0)] are overlaid. The data looks consistent with the best fit oscillation case.
A dip around 0.6 GeV is seen in data. A Kolmogorov-Smirnov test (KS-test)[93] is performed
to examine whether data is consistent with the best fit spectrum. The confidence probabilities
from KS-test are summarized in Table 12.7. The KS-test results for null oscillation spectra
are also listed. The KS-probability for the best fit spectrum is 36%, whereas that for the null
oscillation case is less than 0.1%. Each sub-sample also favors the best fit point. Thus, the £
spectrum at the best fit point is consistent with data.

The expected number of events (N®P) at the best fit point is summarized in Table 12.8.
The best fit values are consistent with the observation within the statistical uncertainty.

The systematic parameters at the best fit point are shown in Figure 12.5. All systematic
parameters stay within their errors.

Consequently, the fit result appropriately reproduces data.

12.2.3 Toy-MC test for large sin® 26

Since the best fit point in the whole region is out of the physical boundary, we test whether
this result is statistically obtained or not by using a toy-MC technique. Assuming the true
oscillation parameter set is Equation (12.32), many virtual experiments are performed by gen-
erating neutrino events randomly. The fit result of each experiment is plotted in Figure 12.6.
The probability that sin? 26 exceeds 1.5 is 12.6%. Therefore, we conclude that our fit result
(sin? 20 = 1.5) is within the statistical fluctuation.

12.3 Null oscillation probability

12.3.1 Likelihood ratio method

The null oscillation hypothesis is tested by the likelihood ratio between the null oscillation and
the best fit oscillation. Here, we define the maximum likelihood in the physical region as £ohys ,
and that for the null oscillation case as L. By using the logarithm of the ratio between Lﬁlhgf

and ['null:

) e
Aln L,y = In =InLPYS —In Loy, (12.33)
Enull

we obtain the probability that data is observed due to the statistical fluctuation in case of
null oscillation, assuming the likelihood L follows a two-dimensional Gaussian of (Am?2, sin? 26).
From the logarithm of the likelihood ratio AlnL.,; = 9.90, the null oscillation probability
is evaluated to be 0.0050%, corresponding to 4.0 standard deviations. The null oscillation
hypothesis is excluded with 99.995% confidence level (C.L.). The null oscillation probability
for each sub-sample or for each likelihood term is summarized in Table 12.9. Either shape or
normalization rejects the null oscillation hypothesis with 99% C.L. This strong rejection power
of the ET*° shape term is an indication of the E, dependence of the oscillation probability.

12.3.2 Toy-MC test for normalization

For the crosscheck, we evaluate the probability that the number of events is less than or equal to
N°b(= 107) in case of null oscillation. We generate random numbers following the convolution
of Poisson statistics and the systematic fluctuation of N**P. The distribution of the generated
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Table 12.6: Summary of the oscillation parameters at the best fit point for each fitting condition.
If the best fit point is unphysical, the best point within the physical region is also listed.

all region physical region
Am? [eV?] sin?20 | Am? [eV?] sin?20
K2K-I+11 shape + norm. | 2.2x1073 1.5 [2.8x10~3% 1.0
shape only 2.5x1073 1.4 3.0x1073 1.0
K2K-I only | shape + norm. | 2.7x10 3 1.1 2.9%x10°3 1.0
K2K-IT only | shape + norm. | 1.9x10°%  2.13 | 2.7x103 1.0
18 K2K-I + K2K-II
> | Entries 57
]
% °r K2K-1 only K2K-II only

16 16

12

events/0.25 GeV

14 14

events/0.25 GeV

101
12 12

10 10

L I L I L L L L
0 05 1 15 2 25 3 35 4 45 5

Ev'®C K2K-II cev
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Figure 12.4: E}?¢ distributions of 1Ry samples at the best fit point in the physical region.
K2K-I+II data is plotted in the left figure. Center and right figures show K2K-I and K2K-II
sub-samples, respectively. Open circles with error bars are data, and the red lines are the best
fit spectra. Blue lines show the spectra in case of null oscillation.

Table 12.7: Summary of the KS-probability for each E}°° distribution. This test is performed

at the best fit point in the physical region and in the null oscillation case for the K2K-I+II data
set.

Best fit Null oscillation
(Am? [eV?],sin?20) | (2.8x1073,1.0) (0,0)
K2K-T+11 36% 0.080%
K2K-T only 63% 3.3%
K2K-II only 33% 1.3%

Table 12.8: Summary of the expected number of events at the best fit point. For reference, the
number of observed events and the expected number in the null oscillation case are also listed.

Best fit Observation | Null oscillation
(Am? [eV?],sin?20) | (2.8x1073,1.0) (0,0)
K2K-T+11 103.8 107 150.9710%
K2K-I only 54.4 55 79.17%)
K2K-II only 49.4 52 71.8127
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Figure 12.6: Fit results from many toy-MC virtual experiments generated at (Am?2, sin®26) =
(2.8x1073 [eV?], 1.0). Each dot shows the best fit point in the whole region for each experiment.
The true oscillation parameter is specified by ‘x’. The fraction of sin? 20 > 1.5 is 12.6%.
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Table 12.9: Summary of the null oscillation probability. Each row is classified by used likelihood,
and each column represents the data set.

K2K-I+II | K2K-I only K2K-II only
Shape + Norm. 0.0050% 0.58% 0.56%
Shape only 0.74% 12% 5.8%
Norm. only 0.26% 1.4% 3.7%

numbers is shown in Figure 12.7. In this figure, the fraction of the area less than or equal to
107 is 0.28%. This result is consistent with the likelihood ratio method of 0.26%.

12.4 Allowed region for oscillation parameters

We evaluate the allowed region for the oscillation parameters by using the logarithm of the
likelihood ratio:

. LR .
Aln £(Am?,sin” 260) = In (ﬁ(Amz,:iDQ 29)> = In LBY® — In L(Am?, sin” 26), (12.34)
where £(Am?,sin? 20) is the likelihood at (Am?,sin?26). In the large sample limit, the param-
eter region

Aln £L(Am?,sin? 20) < C (12.35)

covers the true value with a certain probability corresponding to the Aln £ threshold C.
Since the best fit parameter set [Equation (12.31)] is out of the physical region:

0 <sin?20 <1, (12.36)

the coverage probability within the physical region is different from the case that sin?26 can
take all real numbers. Therefore, we compute the C' value for each coverage probability within
the physical region. Assuming that £(Am?2,sin? 20) follows the two-dimensional Gaussian which
peaks at Equation (12.31), we calculate two probabilities defined as:

. P[?hys: The probability that sin? 20 satisfies Equation (12.36).

. Pﬁllynsﬁ: The probability to satisfy both Equation (12.35) and (12.36).

In this case, the coverage probability for C' is obtained to be PpAhly“SE / P[[)]hys'
Figure 12.8 shows the allowed region for oscillation parameters by using the appropriate
value of C. Figure 12.9 shows the behavior of the log-likelihood along the axes of sin?20 = 1

and Am? = 2.8x1073 [eV?]. The 90% confidence interval for Am? on the axis of sin?20 = 1 is
1.9x107% < Am? < 3.6x1073 [eV?]  90% C.L. (12.37)

Figure 12.10 shows the comparison of the confidence regions between the shape-only and
the normalization-only analyses. Since the normalization term of the likelihood is a single
Poisson probability, it cannot restrict both sin® 20 and Am? at the same time, and the allowed
region for the normalization-only analysis looks like a band. The best fit point (Am?2,sin? 26) =
(2.8x1073 [eV?], 1.0) lies within the 68% C.L. allowed regions for both cases. The allowed region
of the shape-only analysis overlaps with that of the normalization-only analysis. Consequently,
the results from the E}°° shape and the normalization are consistent with each other.

Figure 12.11 shows the allowed region for either K2K-I or K2K-II data set. Each contour
covers almost the same region. Thus, the results from K2K-I and K2K-II are consistent each
other.
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Figure 12.7: Convolution of Poisson statistics and the N**P fluctuation in case of null oscillation.
The fraction of the area below or equal to N°PS(= 107) is also shown.

12.5 Comparison between low-g? correction models

In Section 8.8, there are two candidate models for the correction of the low-¢? deficit: CC
resonance production mode and CC coherent pion production mode. We have studied neutrino
oscillation with the correction of the CC resonance production mode by default. To compare
the results between the two models, we perform the same analysis with the suppression of the
CC coherent pion production mode.

The results from the two models are summarized in Table 12.10. The best fit points are
very close each other. Figure 12.12 shows the EJ* spectrum at the best fit point in the physical
region. The best fit E° spectrum agrees with data well, and the KS-probability is evaluated to
be 35%. The expected number of events at the best fit point is 103.9, which is also close to that
for the suppression of the resonance production channel. Figure 12.13 shows the allowed region
of oscillation parameters. The contours are almost same each other. Thus, the results are not
changed by the choice of the low-¢? correction.

12.6 Conclusion

We have examined the v, — v, neutrino oscillation with a maximum likelihood method. In
the likelihood function, uncertainties in ND measurements, the Far/Near flux ratio and SK
systematics are properly taken into account, including the error cancellation in the normalization
term.

The fit results represent data very well. The KS-probability for the £ spectrum is 36% at
the best fit point in the physical region, and the expected number of events (103.9) agrees with
data (107) within the statistical error. Consequently, observation is consistent with neutrino
oscillation.

On the other hand, observation does not agree with the null oscillation hypothesis. The
null oscillation hypothesis is excluded with 99.995% C.L. (4.0 standard deviations) by using the
likelihood ratio method. Even if we use either the E°° shape or the number of events, the null
oscillation probability is less than 1%. The fact that the £} shape excludes the null oscillation
hypothesis indicates the F,, dependence of the oscillation probability.

Finally, we compare the results with an atmospheric neutrino experiment. According to re-
cent atmospheric neutrino results from SK [11], the 90% C.L. allowed parameter region has been
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obtained as (1.9x1073 < Am? < 3.1x1072 [eV?], sin? 26 > 0.90). This region is consistent with

our result (Figure 12.8). Thus, our measurement has confirmed neutrino oscillation observed by
atmospheric neutrino experiments.
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Table 12.10: Oscillation analysis results with the removal of the coherent pion scattering channel.
The results from the suppression of the resonance production channel are also listed for reference.

Suppressed channel

Coherent pion

Resonance production

Best fit (all region) (Am? [eV?],sin® 260)

(2.2x1073,1.6)

Best fit (physical region)

KS-probability for E'*¢ shape 35% 36%
NP in total 103.9 103.8
Null oscillation probability 0.0044% 0.0050%

(2.8x1073,1.0)

(2.2x1073,1.5)
(2.8x1073,1.0)
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Chapter 13

Summary

The K2K long baseline neutrino oscillation experiment has been conducted to study neutrino
oscillation. We started taking data in June 1999, and we have accumulated data corresponding
to 8.9x 10" protons on target so far.

The SciBar detector was newly installed in summer 2003. The basic performance is sufficient
up to our expectation. The light yield is 9 photo-electrons/MeV without attenuation, and its
stability is within 1% after the PMT gain correction. CC events for the neutrino energy spectrum
analysis are properly selected. Thus, the characteristics of SciBar is properly understood.

To study the neutrino energy spectrum at the near site, we selected CC events from SciBar,
SciFi, and 1KT data. We have encountered the disagreement of the low-¢? region between data
and the MC simulation. Therefore, the spectrum is obtained without using forward going events.
The cause of the low-¢? deficit is investigated with SciBar data, and it is found to be either the
CC resonance production mode or the CC coherent pion production mode. In the meanwhile,
the number of neutrino events is obtained from 1KT data to estimate the expected number of
SK events.

Neutrino events in SK are properly selected by GPS information and by the event selection
procedure based on the atmospheric neutrino analysis. In total, 107 fully-contained events are
observed in the 22.5 kton fiducial volume, and 57 events are classified as single-ring p-like for the
energy spectrum analysis. In addition, the performance of both SK-I and SK-II are confirmed
to be sufficient for the oscillation analysis.

A maximum likelihood fit has been performed to study the existence of the neutrino oscil-
lation and to determine the oscillation parameters. Both the energy spectrum and the number
of events are used in this analysis. Before the fit, the expected number of events in the case of

null oscillation is estimated to be 150.91'%(1]:? events. The best fit parameters are obtained to be
(Am?, sin?20) = (2.8x107? [eV?], 1.0). (13.1)

By using the likelihood ratio method, the null oscillation hypothesis is excluded with 99.995%
C.L., corresponding to 4.0 standard deviations. Even if the analysis is performed with only
the energy spectrum, the null oscillation is rejected with more than 99% C.L. It indicates the
neutrino energy dependence of the oscillation probability. Allowed regions for the oscillation
parameters are determined, and the 90% confidence interval of Am? on the axis of sin?260 = 1

is found to be
1.9x107% < Am? < 3.6x107* [eV?]). (13.2)

These results are consistent with atmospheric neutrino observations.

We conclude that we have obtained the evidence of the muon neutrino oscillation by using the
well-understood neutrino beam, and that we have confirmed the atmospheric neutrino oscillation
results. We have established the fact that a muon neutrino is a superposition of several mass
eigenstates, and that at least one of the eigenstates have finite masses.
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Appendix A

Cellular Automaton Tracking

We describe the track finding procedure of SciBar. In Section A.1, two-dimensional (2D) tracks
are looked for by using the cellular automaton tracking algorithm. In Section A.2; a couple of
2D tracks are combined into a three-dimensional (3D) track.

A.1 Two-dimensional track search

The reconstruction of 2D tracks in SciBar is based on a cellular automaton algorithm. In this
section, we introduce an overview of a cellular automaton. Then, we describe the application to
the track finding.

A.1.1 Overview of a cellular automaton

A cellular automaton is a dynamical systems that evolve in discrete steps. Space, time, and the
states of the system are discrete. Each cell has a finite number of states. The states of the cells
are updated according to a local rule. The state of a cell at a given time depends only on its
own state and the states of its nearby neighbors at the previous time step. All cells are updated
synchronously. For example, Conway’s game of life[95] is a familiar cellular automaton. The
applications of cellular automata are already used in some high energy physics experiments[96].

A.1.2 Cellular automaton tracking

Before applying the cellular automaton tracking (CAT) algorithm, we make clusters of adjacent
hits in each layer, because a slanting track may hit more than one strips in a layer. Here, a layer
is comprised of a X readout plane and a Y readout plane vertical to the beam axis. In the CAT
algorithm, we look for a continuous sequence of clusters.

We define cells, neighbors, and rules of evolution for the cellular automaton. To avoid
confusion, we describe these three terms as “CAT cell”, “CAT neighbor”, and “CAT rule”,
respectively. The definition of these terms are:

e CAT cell: A straight line segment connecting two clusters in adjacent layers. The CAT
cell is neither a hit nor a cluster. To take into account detector inefficiency and geometrical
acceptance due to reflective coating, the line segment is allowed to skip over one layer. Each
CAT cell has a state value to represent the position in a track.

e CAT neighbor: Only CAT cells with a common cluster are considered as CAT neighbors.
To take into account multiple scattering and the detector segmentation, an upper limit on
the x? is imposed. The x? is computed from a linear least square fit to the three clusters
belonging to two neighboring CAT cells.
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e CAT rule: The CAT cells are initialized with a state value equal to one. At each time
step, the CAT algorithm look at the upstream neighbor CAT cells of the current one and
increment the state value by one unit if there is a CAT neighbor with the same state value.
The evolution stops when there are no more neighboring CAT cells with the same state
value.

According to the above CAT rules, the state value of each CAT cell is updated. Figure A.1 shows
each step of the cellular automaton tracking algorithm. The track candidates are collected
by starting from a CAT cell with the lowest state value and adding the CAT neighbor with
the consecutive state value like 1, 2, 3, ---. The procedure travels along the tree until all
combinations are considered. At this level, tracks with splitting branches are considered. Finally,
each set of clusters is fitted to a straight line by a least square method.

A.2 Three-dimensional track search

The 2D track in X Z-plane (X-track) and that in Y Z-plane (Y-track)! are combined into a

three-dimensional (3D) track, according to two rules. One is that the average of hit timing for
each 2D track is within 50 nsec. The other is the condition of the Z positions of track edges.

The track finder looks at the Z positions of the track edges of an X-track and a Y-track, and

favors smaller difference in the Z positions. Here, we introduce NZ, which is a serial number

of X-planes and Y-planes. The most upsteam X-plane is defined as N4 = 1, and the most

upstream Y-plane is defined as N4 = 2. Therefore, N% of an X-plane takes an odd number,

and that of a Y-plane takes an even number. We define ANuZp and AN(f)WH as

Z — N2 Z

ANup: |NX—up_NY—up|7 (A 1)

Z N2 Z :

ANvdown = |NX—d0wn - NY—down|’

where N )%_up and N )% down are N Z at the upstream edge and the downstream edge of an X-track,

respectively, and the same is true for a Y-track. The track finder looks for the pair of an X-track

and a Y-track, which satisfies the following criteria:

ANZ <6 and AN, <6. (A.2)

After all the combinations are tried, the track finder again looks for the pair which satisfies the
condition:

ANZ <4  or  ANZ,, <4, (A.3)

from remaining 2D tracks. In this way, the matched pairs are combined into 3D tracks.

If more than one 2D tracks are matching to one 2D track, the pair with smaller AN%O and
ANcﬁ)Wn has a priority. If ANlﬁO and ANcﬁ)Wn are the same, ADC information of each plane is
used to select the best combination. Once a pair of 2D tracks is found, we correct the attenuation
of the WLS fiber, and we obtain the path length in each plane. In addition, the energy deposit
of a proton around 1 GeV/c is larger than that of a muon and a charged pion. If the combination
is wrong, therefore, the ADC values per unit length of the 2D tracks are different from each
other. The track finder calculates the x? of the ADC values per unit length between an X-track

and a Y-track, and the smaller y? is favored.

!The coordinate system of SciBar is shown in Figure 4.2.
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Figure A.1: Schematic figure of the cellular automaton tracking for each step. Hits and clusters
are shown by filled boxes and dashed circles, respectively. CAT cells and their state values are
shown by arrows. (A), (B) and (C) show the initial state, the snapshot after one step, and the
final state of the cellular automaton, respectively. The true tracks are drawn in figure (A). In
figure (C), the reconstructed combinations of CAT cells are shown by solid circles, and fitted
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Appendix B

Neutrino Beam Stability

The stability of the neutrino beam is monitored by the muon monitor (MUMON) at the end
of the decay volume and the muon range detector (MRD) at the near detector hall. MUMON
measures the profile and the yield of the muons from pion decays on spill-by-spill basis. MRD
monitors the beam profile and the the neutrino event rate every a few days. Since MRD can
measure the energy (£,) and the angle (6,) of the muon from a neutrino interaction, the F,
spectrum is indirectly monitored. Here, 6, is the muon angle with respect to the neutrino beam.
The stability of the F, spectrum is important for the £, spectrum determination.

B.1 MUMON measurement

ICH and SPD of MUMON provide the beam profile and the muon yield, respectively, for each
beam spill. Figure B.1 shows the stability of the beam center measured by ICH. The beam
direction has been stable within 1 mrad from the SK direction. Figure B.2 shows the stability
of the sum of SPD signals normalized by POT, which is proportional to the muon yield. The
yield in June 1999 is lower due to the smaller horn current. The RMS of the muon yield since
November 1999 is 2.5% of the mean value.

B.2 MRD measurement

Since MRD is a massive detector among the near detectors, MRD is suitable to monitor the neu-
trino beam itself. MRD monitors the beam profile, the neutrino event rate, the E,, distribution,
and the 6, distribution. The outline of the event selection criteria is:

1. A contained track within MRD.
2. The number of penetrated iron plate is more than or equal to two.

3. The neutrino interaction vertex is defined as the upstream edge of the track, and it is
required to be within a certain fiducial volume. We use two types of fiducial volumes.
One is 6 x 6 m? transverse area and from first to ninth iron plates, corresponding to 419
tons. The other is the cylinder of 6m-diameter along the beam and from first to ninth
iron plates longitudinally, corresponding to 329 tons. The former is employed by the beam
profile measurement. The latter is used by the measurements of the event rate, the E,
distribution, and the 6, distribution.

The detail of the criteria is described in [29].
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Figure B.2: Stability of secondary muon yield from pion decay measured by MUMON-SPD.

The vertical axis shows the sum of ADC outputs from SPD normalized by POT.
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Figure B.3: Neutrino beam profile measured by MRD. The left figure shows the horizontal
profile, and the right one shows the vertical profile. Crosses are data, and boxes are the MC
simulation. The SK direction is specified by arrows. If the beam is 1 mrad off the SK direction,
the profile is shifted by 30 cm.

B.2.1 Beam profile

Figure B.3 shows the neutrino beam profile for K2K-Ib after acceptance correction. The ac-
ceptance is estimated by the MC simulation as a function of vertex position and muon energy.
Although the data looks slightly shifted from the MC simulation in Figure B.3, the deviation
of the beam direction from SK is less than 1 mrad. The beam center is determined by fitting
the profile distribution with Gaussian. The long-term stability of the beam center is shown in
Figure B.4. Almost all of the data points are within the 1 mrad from the SK direction.

B.2.2 Event rate

Figure B.5 shows the stability of the neutrino event rate normalized by POT. The standard
deviation of the data points is 2.6% of the mean value. If the event rate is normalized by the
MUMON-SPD data, the standard deviation becomes 2.2%. In both cases, the event rate is
stable within a few % level.

B.2.3 Muon energy and angle

Figure B.6 shows the comparison of muon energy and angle distributions for each year. All
the histograms are almost identical, and hence it is hard to distinguish each histogram. The
monthly stability of each F, bin is shown in Figure B.7, and that of each 6, bin is shown in
Figure B.8. The vertical axis represents the ratio of the bin content to that of November 1999.
The deviation of each plot is consistent with the statistical fluctuation. Consequently, the F,
spectrum is stable within the sensitivity.
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Appendix C

Toy MC Study for ND Spectrum Fit

When we measure the neutrino energy spectrum at the near site by a chi-square fitting method,
we cut forward scattering muons. We confirm the validity of the fit by using toy Monte Carlo
technique. The SciBar and 1KT parts are investigated in this chapter.

C.1 SciBar part

The dummy data N9U™™ (5, 5) is created from the MC distribution NM€(7,5) by the random
number generator which follows the Poisson statistics. N"™™Y(j, 5) is written as

N (G, 5) = R(NYC(, ), (C.1)

where R(u) is the Poisson random number generator with the mean value . We fit the dummy
data NWmmY(; 5) with the MC simulation NMC€(7, ). We perform such a virtual experiment
many times and understand the characteristics of the fitting method.

Using default NM€ as a dummy data generator, we confirm whether the fitting parameters sit
near the central values or not. We perform the fit 1000 times and plotted each fitting parameter,
as shown in Figure C.1. Since the present SciBar data is not sensitive to ff , it is fixed to unity.
All free parameters distribute around unity, and the RMS of them are almost equal to the fitting

errors. Thus, there is no bias in the fitting method itself. Since the sensitivity to fg is poor!,

we fix fg to unity hereafter.

We carry out the toy MC again with fixed fg . The mean and RMS of each parameter are
illustrated in Figure C.2. If fg is fixed, f? is biased by 5%. When all the three detectors
are analyzed simultaneously, however, fg’ is released and hence the bias in f? is expected to
disappear.

The systematic error on the angle measurement is a source of a bias, and the requirement of
6, > 10 degrees may enlarge the effect. Therefore, we shift or smear the angle of a muon track,
and investigate the bias. Since the systematic uncertainty in 6, is 0.2 degree as discussed in
Section 6.2.6, we shift a two-dimensional angle (6,) or the angle with respect to the beam (6,,)
by 0.2 degree. In addition, we smear ¢, by 1.5 degrees so that the 6, resolution becomes twice
as poor as the actual value. The results from the toy MC study are shown in Figure C.3. If §,,
is shifted, fg’ moves systematically by 10%. However, this bin is mainly determined by 1KT in
the combined analysis. Actually, the fitting error on fg’ is 10% in the 1KT result?, while the

SciBar result has the error of 25%. The contribution of the bias from SciBar is estimated to be:
10

T 2 — ~2.9%, (C.2)

5 1

UIf the entire 6, region is used, f¢ distributes from 0 to 2.
2The 1KT result is shown in Table 8.8.
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Figure C.4: Fit results from toy MC of 1KT in the cases of 6, shift and smearing. The left figure
is the results without 6, cut, and the other is those with the requirement of 8, > 20 degrees.
The results from default dummy data is shown by black symbols. Green and yellow symbols

represents, respectively, 6, smearing by 2 degrees and 6, shift by 1 degree. The error bar shows
the fitting error.

assuming the chi-square follows a parabola. The influence on ff is only 3% level. Therefore, we
ignore it for the oscillation analysis.

C.2 1KT part

We perform a virtual experiment by generating events randomly, and we fit the dummy data
with the MC simulation. We compare the fit results between with and without 6, cut. In each
case, 0, is intentionally smeared by 2 degrees or shifted 1 degree. These values correspond to
the uncertainties in the 6, measurement of 1IKT. On the contrary to the SciBar toy MC study,
the number of virtual experiments is one. However, the same data set is used in all the fit
conditions. Therefore, the best fit value is allowed deviating from unity. Figure C.4 shows the
fit results from a virtual experiment of 1KT. The fit results are independent of 6, cut, 6, shift,
and 6, smearing. Thus, the validity of ,, cut in the fit is confirmed.
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